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Abstract

Ambiguous user queries pose a significant chal-
lenge in task-oriented dialogue systems rely-
ing on information retrieval. While Large Lan-
guage Models (LLMs) have shown promise
in generating clarification questions to tackle
query ambiguity, they rely solely on the top-
k retrieved documents for clarification which
fails when ambiguity is too high to retrieve
relevant documents in the first place. Tra-
ditional approaches lack principled mecha-
nisms to determine when to use broad do-
main knowledge vs specific retrieved docu-
ment context for clarification. We propose
AsK, a novel hybrid approach that dynamically
chooses between document-based or aspect-
based clarification based on query ambigu-
ity. Our approach requires no labeled am-
biguity/clarification data and introduces: (1)
Weakly-supervised Longformer-based ambigu-
ity analysis, (2) Automated domain-specific
aspect generation using clustering and LLMs
and (3) LLM-powered clarification generation.
AsK demonstrates significant improvements
over baselines in both single-turn and multi-
turn settings (recall@5 gain of ~20%) when
evaluated on product troubleshooting and prod-
uct search datasets.

1 Introduction
Ambiguity in user queries remains a fundamen-
tal challenge in task-oriented dialogue (ToD) sys-
tems relying on information retrieval (IR), where
the goal is to assist users in completing specific
tasks—such as retrieving product information or
identifying precise troubleshooting solutions from
an underlying knowledge base (KB). Users often
provide incomplete information or indulge in multi-
faceted queries that map to multiple distinct inter-
pretations. For example, a query like "earphones
have issue connecting" lacks crucial details—Is the
connection wired or Bluetooth? What device is
being used? What is the earphone model? Simi-

larly, in product search, a vague query like "cam-
era for photography" can map to multiple distinct
needs (DSLRs, mirrorless cameras, action cam-
eras). Without clarification, the system risks re-
trieving irrelevant results (Kuhn et al., 2023; Deng
et al., 2023).

Recent advances in LLMs (OpenAI, 2024; An-
thropic, 2025), have enhanced ToD systems, espe-
cially with the adoption of Retrieval-Augmented
Generation (RAG) (Lewis et al., 2021). However,
LLMs often fail to proactively seek clarification, de-
faulting to generic or incomplete responses, thereby
shifting the burden onto users to refine their queries.
Asking the right clarification questions in TOD
systems remain a crucial challenge (Louvan and
Magnini, 2020).

Two key aspects of this challenge are what to
ask and when to ask a clarification question. Ear-
lier approaches to what to ask relied on rigid and do-
main specific rule based and slot filling approaches
(Louvan and Magnini, 2020; Ye-Yi et al., 2005;
Gokhan and Renato, 2011), or information gain
maximization and confusion set reduction to de-
cide on the discriminating aspects (Sajjad et al.,
2012a; Arabzadeh et al., 2022). More recent meth-
ods incorporate weakly supervised sequence-to-
sequence models (Zamani et al., 2020; Feng et al.,
2023) that require labeled clarification data which
is impractical to collect at scale across multiple
domains. The state-of-the-art in this space is LLM
based retrieval-augmented clarification (Chi et al.,
2024). However, reliance on top retrieved results
becomes problematic when the query ambiguity is
high, where the retrieved set might not capture the
diverse range of potential interpretations, leading to
narrow or misaligned clarification questions. To ad-
dress this limitation, some works have explored us-
ing pre-curated domain aspects (Wang et al., 2014;
Sircar et al., 2022) to capture the broader facets
of questions in the domain. However, this can be
overly broad leading to redundant questions when



Figure 1: The user asks the chatbot earphones have issue connecting. On the right side, we see a sub-optimal LLM generated
clarification based on the top-k retrieved results that discuss wireless connectivity issues. However, the user has wired earphones.
Illustrated on the left is our framework that leverages AsK-Ambiguity-Analyzer to ask clarification questions based on (1)
domain aspects when the ambiguity is high (2) top-k retrieved results when there is relatively lower ambiguity (3) No clarification
is asked and the solution is presented when there is very low ambiguity successfully resolving the user query.

the query itself has insufficient information to iden-
tify relevant solutions from the retrieved context.

This presents a key challenge: deciding when
to use broad domain aspects versus retrieved docu-
ment context for clarification. When query ambigu-
ity is high, domain aspects help explore the wider
solution space. Conversely, when the query scope
is narrower, leveraging top-k retrieved results can
lead to more precise, contextually relevant clarifi-
cations. Existing methods lack a principled mech-
anism to switch between these approaches. This
motivated us to develop an ambiguity analyzer that
can dynamically choose between these approaches
based on the query characteristics.

There are some (Arabzadeh et al., 2022; Zhang
and Choi, 2023; Kuhn et al., 2023; Deng et al.,
2023) works on when to ask a clarification question
or the termination criteria. Existing techniques
suffer from the same constraints that they cannot
look beyond the top-k results or poses too many
questions based on overly broad domain aspects.

To this end, we propose AsK: a novel Clar-
ification framework. We propose a weakly-
supervised Longformer based classification model
(AsK-Ambiguity-Analyzer) that addresses both
what to ask through a hybrid approach to either
use a broader set of diverse documents for clarifica-
tion when ambiguity is high (domain-clarify) or the
top-k documents when there is relatively lower am-
biguity (topk-clarify) and when to ask to determine
if the ambiguity is low enough that no clarification
question is needed (show-result) (Figure 1). For
actually generating the clarification questions, we
rely on LLMs fed with the right context and instruc-
tions. We only assume the availability of a labelled

IR dataset (mapping ambiguous queries to target
documents) to evaluate our framework and train
the weakly supervised AsK-Ambiguity-Analyzer.
We do not assume any labelled ambiguity level or
clarification data.

Summary of Contributions:

• We propose an LLM powered hybrid clarifi-
cation framework, leveraging either the top-k
documents or domain aspects based on query
ambiguity

• We train a weakly-supervised Longformer
model AsK-ambiguity-analyzer without ac-
cess to labelled data, to analyze query ambi-
guity level.

• We propose an automated LLM based granu-
lar domain aspect generation from clusters of
user queries through agglomerative clustering.

• We evaluate retrieval effectiveness and clari-
fication quality in both single-turn and multi-
turn settings for e-commerce product trou-
bleshooting and product search datasets. Our
approach results in improved retrieval accu-
racy (~20% recall@5 gain) and enhanced clar-
ification quality (~2-3% questions and options
relevance gain).

2 Related Work
Aspect Extraction: Prior work on product aspect
extraction includes semi-supervised models such as
FL-LDA and UFL-LDA (Wang et al., 2014) which
extract seeding aspects from product descriptions
to regroup reviews. In (Sircar et al., 2022), the au-
thors introduce fully automated methods for cluster-
ing aspect phrases and generating human-readable
names for clusters in e-commerce reviews.



Clarification Candidate Generation: Early
work explored underspecified query refinement
through question generation (Sajjad et al., 2012b).
Studies on clarification in web and aspect-based
search employ slot-filling models for weak super-
vision (Zamani et al., 2020) and retrieval-based as-
pect selection in multi-turn systems like MulClari-
LLMs (Zhao and Dou, 2024). Fine-tuning ap-
proaches enhance LLMs through retrieval-aware
conditioning (Chi et al., 2024) and ambiguity-
driven prompting, as seen in CLAM (Kuhn et al.,
2023) and ProCOT (Deng et al., 2023). A multi-
attention sequence-to-sequence model has also
been explored for generating user-specific clari-
fication questions (Feng et al., 2023). Kim et al.
(Kim et al., 2024) propose aligning LLMs to handle
ambiguity via self-disambiguation using intrinsic
knowledge. However, existing methods still lack
a principled mechanism for dynamically assessing
and resolving query ambiguity.

Termination Criterion: There is very little
work on when to ask or the termination criterion
for clarification. In (Arabzadeh et al., 2022) the au-
thors analyze the coherency graph of the retrieved
results, while state of the art baselines(Kuhn et al.,
2023; Deng et al., 2023) have used a LLM to de-
termine the termination criterion. However, their
approach is limited either by the scope of top-k
retrieved results or by reliance on inflexible, prede-
fined aspect taxonomies, making it sub-optimal for
highly ambiguous queries and leaving an opportu-
nity for more adaptive clarification strategies.

3 Problem Definition
Given a user query q, a document set D, and a re-
trieval system R, let the top-k retrieved documents
be denoted by: Dtopk = {d1, . . . , dk}. To deter-
mine the query’s ambiguity level a, we propose
AsK-ambiguity-analyzer model (A), that takes the
query q and top-k documents Dtopk:

a = A(q,Dtopk)

a ∈ {show_response, topk_clarify, domain_clarify}.

If ambiguity is low, the system presents solutions
from Dtopk. Otherwise, it generates a clarification
question c, using model C where {o1, . . . , om} are
the possible options to the clarification question. :

c, {o1, . . . , om} = C(q,Dtopk),

To train the ambiguity analyzer A, we assume
access to a groundtruth IR dataset DTarget, con-
taining query-document pairs where each query

is mapped to its most relevant document in the KB
post clarification:DTarget = {(qi, d∗i )} where d∗i is
ground truth document for query qi.

4 AsK Framework

Figure 2: AsK Framework

The AsK framework is designed to retrieve the
most relevant response in a ToD by analyzing query
ambiguity to ask the right clarification questions.
The AsK framework comprises of three main mod-
ules as shown in figure 2. (1) Domain Aspects Gen-
eration (AsK-DSG) module that clusters and cate-
gorizes query types and pre-curates domain aspects
with a LLM for each query type. (2) The Long-
former based weakly supervised AsK-Ambiguity-
Analyzer (AsK-AA) model that determines if a
clarification question is required (when to ask) and
clarification strategy (what to ask) based on ei-
ther the missing domain aspects when the query is
highly ambiguous and under-specified or the top-k
retrieved results for multi-faceted queries to narrow
down the facet of interest. (3) The AsK-Clarify
module that poses the actual clarification question
when required. Each of these modules is described
in more detail in the following subsections while
the overall training, inference workflows are de-
scribed in Appendix E.

4.1 Domain Aspects Generator (AsK-DSG)
In this section, we discuss generating domain as-
pects to ask clarification questions for highly am-
biguous queries. To generate domain aspects, we
leverage the training dataset Dtrain containing user
queries and the best match target documents.

Domain aspects vary across query types. For ex-
ample, in earphone-related queries, charging type
(USB, wireless, or charging case) is crucial for
battery issues, whereas connectivity type (wired
or Bluetooth) is key for pairing issues. A single
domain-level aspect set would be too broad to cap-
ture these nuances. In order to generate granular
domain aspects, we first cluster user queries using



Figure 3: Example: Domain Aspects Generator

agglomerative clustering (see Appendix A). For
each query-type cluster, we leverage a LLM to
derive relevant domain aspects from the target doc-
uments corresponding to the queries in the cluster
that contain more detailed information using the
Prompt G.7. In Figure 3 we show examples of
different query clusters and the more detailed tar-
get documents corresponding to one of the clusters
along with the domain aspects derived. Note that
we also collate a possible set of values of each do-
main aspect curated to provide answer options to
the user when asking a clarification question based
on the aspect.

4.2 Ambiguity Analyzer (AsK-AA)
The AsK-AA is a Longformer based weakly super-
vised model designed to detect the ambiguity level
of user queries. We define three classes of query
ambiguity:

• show-result: Queries that are clear with mini-
mal ambiguity, not requiring clarification

• topk-clarify: Queries that are slightly ambigu-
ous, with multiple interpretations present in
the top-k retrieved results Dtopk.

• domain-clarify: Queries that are highly un-
derspecified and ambiguous, where broader
domain aspects are needed for clarification.

Model Architecture: The AsK-AA model is a
classifier model based on the Longformer (4096
context length). It’s input is the user query q and
its corresponding top-k retrieved documents Dtopk

and it’s output is one of the three ambiguity classes
<show-result, topk-clarify, domain-clarify>. The

Longformer efficiently handles longer sequences
through its attention mechanism, ensuring that the
combined length of the query and top-k documents
is not limited by the 512-token limit of BERT.

Deriving Weak labels: For each query q in the
dataset Dtrain, we derive signals num-aspects(q):
the number of domain aspects in the query using
the LLM Prompt G.9 and retrieval-rank(q): the
rank of ground truth target document in the re-
trieved results with query q. Weak labels for AsK-
AA are defined based on thresholds for signals
num-aspects(q) and retrieval-rank(q). show-result
is characterized by a high num-aspects(q) and a
low retrieval-rank(q). domain-clarify is character-
ized by a low num-aspects(q) and a high retrieval-
rank(q). topk-clarify falls between these extremes.
The actual thresholds are decided automatically as
described in the Appendix B. Finally, the dataset
Dtrain is used to train the model that takes the query
q and its retrieved Dtopk documents as inputs.

4.3 Clarification Generation (AsK-Clarify)
Our clarification generation module follows two
strategies: (1) Domain Aspects-Based Clarifica-
tion (domain-clarify), used for highly ambiguous
queries, leveraging a pre-curated set of domain
aspects and answer options. (2) Top-k Documents-
Based Clarification (topk-clarify), used for lower
ambiguity, where multiple facets can be disam-
biguated from the retrieved top-k documents.

Based on this intuition, we propose three variants
for generating clarification questions:

• AsK-Clarify-Soft-Routing (AsK-SR), where
a single prompt includes the top-k documents,
domain aspects, and ambiguity level, allowing
the LLM to decide what to ask (G.5).

• AsK-Clarify-Combined (AsK-CM), where the
LLM receives both sources but without ex-
plicit ambiguity classification (G.6).

• AsK-Clarify-Hard-Routing (AsK-HR), that
explicitly selects either domain aspects or top-
k documents from ambiguity level (G.1, G.3).

5 Experiments, Data and Results
In this section, we describe the evaluation process
of the AsK framework. We describe our datasets
and experimental setup in 5.1. To showcase the
effectiveness of AsK, we first evaluate the AsK-
AA (section 5.2) and then evaluate the AsK-Clarify
in a single turn (section 5.3) and multi-turn (section
5.4) settings.



Method PT PS
SR-F1 TC-F1 DC-F1 W-F1 SR-F1 TC-F1 DC-F1 W-F1

llm-zs - - - - 60.77 51.16 13.95 48.05
llm-zs_cot -1.19 -1.95 -6.34 -3.0 65.71 48.27 9.75 48.35
llm-icl_cot +2.26 +17.84 +33.0 +16.83 75.13 55.14 24.48 57.9
AsK-AA +9.87 +35.05 +78.47 +39.1 84.04 70.50 78.26 77.98

wo Cac +4.56 +26.49 +68.9 +31.39 84.49 71.53 75.00 77.91
wo Rog -5.28 +15.84 +60.13 +21.59 70.65 52.69 8.89 51.96

Table 1: Results for Ambiguity Detection

Domain #Trn.Q #Test.CQ #Test.AA #Docs

PT 19433 1555 500 2858
PS 11432 2100 500 3454

Table 2: Dataset Details - Trn.Q: Training Queries, Test.CQ:
AsK-Clarify test Queries, Test.AA: AsK-AA test Queries,
Docs: Unique docs for retrieval

5.1 Datasets And Experimental Setup
We evaluate our approach on two large scale e-
commerce datasets: (1) A proprietary Product
Troubleshooting (PT) dataset: Historical chat
transcripts between customers and troubleshoot-
ing agents are used and DTarget is derived as pairs
of initial customer queries and the specific final so-
lution from the KB identified through the course of
the conversation. Note that due to confidentiality in
the PT domain, we present relative improvements
rather than absolute numbers. (2) Publicly avail-
able Product Search (PS) dataset: We leverage
the ESCI dataset for headphones, cellular phones,
and speakers. DTarget is derived as pairs of noisy
user search queries to relevant product details on
the Amazon page that the user finally interacted
with.

The obtained DTarget for each dataset is divided
into a Dtrain and a Dtest set. Dtrain is used to gener-
ate domain aspect taxonomy and training the ambi-
guity analyzer. Dtest is used to evaluate the quality
of the clarification and the accuracy of the ambigu-
ity analyzer. (Dataset size details in Table 2).

Experimental Setup: We leverage claude-3.5-
sonnet LLM for tasks such as domain aspects gen-
eration and clarification question generation, and
use cohere.embed-multilingual-v3 (Cohere, 2023)
as the text encoder with cosine-similarity based
matching. For training AsK-AA, we used a 4096
context length Longformer model trained for 15
epochs with a batch size of 8 and a dropout rate of
0.3 (to avoid overfitting to noisy weak labels).

5.2 Evaluating AsK-Ambiguity-Analyzer
We measure classification accuracy for AsK-AA
using two metrics: the class-level F1 scores (SR-F1

for show-result, TC-F1 for topk-clarify, and DC-F1
for domain-clarify) and the weighted F1 (W-F1)
across all three classes.

Baselines: We compared the AsK-AA with sev-
eral LLM-based ambiguity classification baselines:
llm-zs (zero-shot prompting), llm-zs_cot (zero-shot
chain-of-thought prompting), and llm-icl_cot (in-
context examples with chain-of-thought prompt-
ing). We conducted ablation studies on our pro-
posed weakly supervised approach (AsK-AA) to
assess the impact of key signals used during weak
labeling. Specifically, we examined the effect of
removing the aspect count (wo Cac) and the rank
of the original document (wo Rog). For the wo Cac

setting, we relied solely on thresholds for retrieval-
rank(q) to weakly label the training data, omit-
ting the aspect count signal. Conversely, in the wo
Rog setting, we used thresholds on num-aspects(q)
while ignoring the document rank signal. The re-
sults of these ablations are presented in Table 1,
providing insights into the contribution of these
signals to the labeling process.

5.3 AsK Framework: Single-Turn Evaluation
In the single-turn setting, an ambiguous test query
is fed to the system. When the system generates a
clarification question, an LLM user simulator (Ap-
pendix C) provides an answer. Evaluation metrics
include Recall@5 (R@5), Mean Reciprocal Rank
(MRR), Mean Rank Gain (RG) of the target doc-
ument retrieved after clarification, and relevance
scores of the clarification question (QR) and op-
tions (OR) measured using an LLM (Details in
Appendix D, Alg 3).

Baselines: We compare single-turn AsK with
Query-Ref (Sajjad et al., 2012b), a max-entropy
classifier using top-k documents; CLAM (Kuhn
et al., 2023), which learns when to ask and gener-
ates questions via few-shot prompting; MulClari-
LLMs (Zhao and Dou, 2024), an LLM-based multi-
turn clarification model; and ProCOT (Chi et al.,
2024), which detects ambiguity from top-k docu-
ments and generates questions using few-shot COT



Method PT PS
R@5 MRR RG QR OR R@5 MRR RG QR OR

Query-Ref - - - - - 28.03 0.220 10.51 94.00 85.32
CLAM +2.47 +0.01 +1.81 +1.59 +1.48 30.21 0.235 11.95 95.93 87.23

MulClari-LLMs +6.9 +0.05 +7.96 -1.4 +0.0 37.20 0.289 19.67 94.43 86.36
ProCOT +10.75 +0.08 +11.09 +1.85 -0.85 38.65 0.294 18.94 97.03 88.06
AsK-SR +11.01 +0.08 +31.51 +2.85 +2.15 37.99 0.291 29.80 98.0 88.2
AsK-CM +11.01 +0.08 +37.94 +3.2 +2.55 40.02 0.308 30.51 98.36 88.5
AsK-HR +12.88 +0.09 +40.78 +3.54 +3.05 40.24 0.308 37.86 99.93 89.23

wo top-k +9.08 +0.06 +34.17 +2.1 +4.6 40.11 0.31 37.76 96.0 89.01
wo aspects +9.98 +0.07 +33.32 +1.34 -0.77 38.13 0.292 20.44 97.11 87.12

Table 3: Single-turn evaluation of various clarification methods.

prompting. See results in table 3

5.4 AsK Framework: Multi-Turn Evaluation
In the multi-turn evaluation, we use the AsK-AA
to determine when to ask, in addition to the AsK-
Clarify, over a conversation lasting up to 4 turns.
We report the change in the Recall@K (∆R@5)
with respect to the initial retrieval numbers at the
end of the conversation and the mean number of
conversational turns (MT). (See Alg. 4 for details)

Baselines: We compare performance in multi-
turn versions of the best performing variant of
single-turn ASK (AsK-HR) with the best perform-
ing single-turn baseline ProCOT in Figure 4.
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Figure 4: Multi-turn performance evaluation of ProCOT and
AsK-HR for the PT and PS domains.

5.5 Discussion of Results
Ambiguity Analyzer Results: Table 1 summa-
rizes the ambiguity detection performance across
various methods. The results indicate that out-of-
the-box LLMs with CoT/ICL prompting are less
accurate, while fine-tuning models on weakly la-
belled domain-specific data yields better F1-scores
for both the PT and PS domains. Ablation studies
further highlight the importance of including both
the aspects count (Cac) and the rank (Rog) when
creating the weak labels.

Clarification Quality: Table 3 summarizes the
clarification quality across different methods in
a single-turn setting. The results show that the
AsK variants, led by AsK-HR, achieve higher rank
gain(RG) and recall@5, demonstrating the advan-
tage of using domain aspects for clarification in

high ambiguity scenarios. AsK-HR also outper-
forms other baselines in terms of R@5 and MRR,
indicating that dynamically routing to either top-k
clarification or domain aspects clarification boosts
retrieval accuracy. An ablation study using only
the aspects (wo top-k) and only using the top-k (wo
aspects) led to lower retrieval scores. The quality
of clarification question (QR and SR) is also better
in case of AsK and its variants.

In a multi-turn setting, we integrate ProCOT and
AsK-HR with ToDs in the PT and PS domains. As
shown in Figure 4, AsK-HR achieves a greater im-
provement in ∆R@5 while maintaining a compa-
rable number of MT, highlighting its effectiveness
within ToDs. We observe ProCOT often terminates
prematurely due to inaccurate termination criteria,
resulting in insufficient clarification of user queries.

6 Industrial Impact
The AsK framework was integrated into a large-
scale e-commerce troubleshooting chatbot, improv-
ing ambiguity resolution with a curated knowledge
base. It increased self-troubleshooting adoption by
35%, reduced manual CS contacts by 12.7%, and
lowered return rates in a 4-week A/B test across six
product categories.

7 Conclusion
We introduced AsK, an LLM-powered clarification
framework that dynamically selects between do-
main aspects and top-k documents for clarification.
Our approach employs a Longformer-based ambi-
guity analyzer to determine when and what to ask,
without labeled clarification data. Evaluations on
product search and troubleshooting datasets show
significant improvements in ambiguity resolution,
retrieval accuracy, and clarification quality over
baselines. We envision our framework serving as
a foundation for future explorations into hybrid
reasoning and clarification strategies.



Ethical Considerations
This research introduces AsK, a novel hybrid
framework aimed at improving ambiguity resolu-
tion in task-oriented dialogue systems. Our goal
is to enhance the efficacy and user experience of
these systems. We’ve used anonymized datasets
for this work, ensuring no personally identifiable
information was involved, and importantly, no hu-
man subject data was collected or used. We care-
fully control the Large Language Models (LLMs)
employed, evaluating generated clarifications for
factual consistency to minimize hallucinations or
user confusion.

We acknowledge the inherent biases that LLMs
and retrieval systems may carry from their training
data. While AsK’s use of weak supervision tech-
niques and automated aspect generation reduces
reliance on manual annotations, making it more
scalable, we still encourage future research to thor-
oughly explore fairness, transparency, and user
safety in clarification question generation. AsK
is intended as a research contribution to advance
human-AI interaction in information-seeking tasks
and is not designed for immediate deployment in
high-stakes or safety-critical domains without fur-
ther safeguards.
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A AsK-DSG - Clustering Details
To generate granular domain aspects, we cluster
queries using agglomerative clustering, which does
not require specifying the number of clusters be-
forehand. Instead, we define a distance threshold (3
for PT and 4 for PS) and employ Ward’s linkage for
clustering. Query embeddings are obtained using
the Cohere embeddings model.

B Weakly Supervised Model Training of
ASK-Ambiguity-Amalyzer

The AsK-AA model is a classifier based on the
Longformer, designed to handle longer sequences
by efficiently managing its attention mechanism.
The model takes as input a user query q along with
its corresponding top-k retrieved documents Dtopk,
and outputs one of the three ambiguity classes:
show-result, topk-clarify, or domain-clarify.

To automate threshold selection for the ambigu-
ity classes, we proceed as follows:

• We randomly select a validation set of 300
samples from DTarget. Each sample consists
of the query q, the top-k documents Dtopk,
and the associated features num_aspects(q)
and retrieval_rank(q).

• These samples are manually labeled with the
target ambiguity classes corresponding to the
three categories.

• A Decision Tree Classifier is then trained
using only the features num_aspects(q) and
retrieval_rank(q) to predict the ambiguity
level. To determine the optimal parame-
ters for training of the decision tree, we
perform a cross-validation grid search to
tune hyperparameters such as max_depth,
min_samples_leaf, and min_samples_split.

• Once the optimal hyperparameters are iden-
tified, the trained classifier is used to weakly
label the remaining queries in Dtrain, thereby
creating the weakly labelled training dataset.

Finally, Dtrain is used to train the AsK-AA
model. The Longformer-based classifier processes
the query q and its retrieved documents Dtopk, out-
putting one of the three ambiguity classes. This

approach efficiently integrates both query and docu-
ment information while overcoming the 512-token
limit inherent in models such as BERT.

C Clarification Evaluation
To evaluate the effectiveness of clarification ques-
tions, we employ an LLM-based user simulator.
Given an ambiguous user query q, a clarifica-
tion question cq, and a set of answer options
{o1, . . . , om}, the user simulator (Prompt G.2) se-
lects the most appropriate option. We refer to this
simulator as the Answer Generator Agen, which
determines the selected answer ans based on the
original document dorig:

ans = Agen(cq, {o1, . . . , om}, dorig) (1)

In case of a single turn conversation, the answer
generator selects one of the options for the given
question, and the refined query is used for the next
retrieval. The refined query is obtained by simply
appending the ans to the q.

D Clarification Relevance Calculation
To assess the relevance of clarification questions
generated by various methods, we leverage a large
language model (LLM) using an in-context learn-
ing with chain-of-thought (icl-cot) approach. We
define a set of objective metrics, each scored on a
scale from 1 to 5, to evaluate both the questions
and their associated options.

D.1 Metrics for Question Relevance
We consider the following metrics for evaluating
the relevance of clarification questions:

1. Question Redundancy (qred): Evaluates
whether the question repeats information al-
ready present in the user query instead of pro-
viding new clarification.

2. Question Simplicity (qsim): Assesses whether
the question is simple and focused on a single
aspect rather than addressing multiple aspects
or being overly descriptive.

3. Question Relevance (qrel): Determines how
well the question targets the optimal clarifica-
tion needed.

D.2 Metrics for Options Relevance
Similarly, the relevance of the options presented
alongside the questions is evaluated using the fol-
lowing metrics:
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1. Options Simplicity (osim): Checks whether
the options are directly related to the question
and remain simple.

2. Options Independence (oind): Measures the
degree of independence among the options,
ensuring they do not overlap excessively.

Refer to Prompt G.8 for the detailed instructions
used to evaluate these metrics.

D.3 Aggregate Relevance Scores
Once the metrics have been scored over a set of
nsamples samples, we compute the overall Question
Relevance (QR) and Options Relevance (OR) as
follows:

QR =
qred + qsim + qrel

3× 5× nsamples
× 100 (2)

OR =
osim + oind

2× 5× nsamples
× 100 (3)

These formulas yield a percentage score indicat-
ing the average performance of the questions and
options with respect to their defined metrics. A
higher score represents better performance in terms
of clarity, simplicity, and relevance.

E ASK Framework - Dive Deep
In this section, we provide a summary of nota-
tion for the paper followed by detailed algorithms
for training, inference and evaluation in the ASK
framework.

Symbol Description

q, qt User query (at turn t)
q′ Refined query after clarification
d, d∗ Document; target (gold) document
D Entire document corpus
Dtopk, Dtopk

t Top-k retrieved docs (at turn t)
Dtarget Full IR dataset with gold documents
Dtrain Training subset of Dtarget

Dtest Test subset for evaluation
R(q,D) Retrieval function over corpus
A(q,Dtopk) Ambiguity classifier (AsK-AA)
C(q,Dtopk) Clarification from retrieved docs
C(q,Aj) Clarification from domain aspects
a, at Ambiguity label at turn t
asim
t Simulated answer to clarification

c, ct Clarification question (at turn t)
{o1, . . . , om} Options for clarification question
Cj Query cluster / type
Aj Aspect set (with values) for cluster Cj

Agen LLM-based answer simulator
T Max allowed clarification turns

AsK-AA Ambiguity analyzer module A(q,Dtopk)
AsK-DSG Domain aspect generator for Cj → Aj

AsK-Clarify Clarification generator
show_result Ambiguity class: show Dtopk directly
topk_clarify Ambiguity class: clarify using Dtopk

domain_clarify Ambiguity class: clarify using Aj

AsK-HR Hard routing strategy for clarification
AsK-CM Combined (unrouted) clarification
AsK-SR Soft routing with blended sources

Table 4: Summary of notation and module names in the
ASK framework.

Algorithm 1 Training Phase of ASK Framework

Require: Labeled IR dataset Dtarget = {(qi, d∗i )}
1: Split into train and test sets:
2: Dtarget = Dtrain ∪ Dtest

▷ Train Ambiguity Analyzer (AsK-AA)
3: for all (qi, d∗i ) ∈ Dtrain do
4: Retrieve D

topk
i ← R(qi, D)

5: Compute signals:
num_aspects(qi), retrieval_rank(qi)

6: Derive weak label ai ∈
{show_result, topk_clarify, domain_clarify}

7: end for
8: Train classifier A(q,Dtopk) on weakly labeled
Dtrain

▷ Generate Domain Aspects (AsK-DSG)
9: Cluster queries in Dtrain into types {Cj}

10: for all cluster Cj do
11: Retrieve associated documents
{d1, . . . , dn}

12: Generate aspects and values: Aj ←
LLM({d1, . . . , dn})

13: end for
14: Store aspect taxonomy: Cj → Aj



Algorithm 2 Inference Phase of ASK Framework
(Multi-Turn)
Require: Initial query q0, document set D, am-

biguity analyzer A, aspect taxonomy {Cj →
Aj}, max turns T

1: for t = 0 to T − 1 do
2: Retrieve top-k documents: D

topk
t ←

R(qt, D)

3: Predict ambiguity: at ← A(qt, D
topk
t )

4: if at = show_result then
5: return Final answer from D

topk
t

6: else if at = topk_clarify then
7: Generate clarification:

(ct, {o1, . . . , om})← C(qt, D
topk
t )

8: else if at = domain_clarify then
9: Identify query cluster Cj and retrieve
Aj

10: Generate clarification:
(ct, {o1, . . . , om})← C(qt,Aj)

11: end if
12: Get user answer auser

t (or simulate in evalu-
ation)

13: Refine query: qt+1 ← qt + auser
t

14: end for
15: return Final answer from last Dtopk

T

Algorithm 3 Evaluation Phase (Single-Turn)

Require: Test dataset Dtest = {(qi, d∗i )}, answer
simulator Agen

1: for all (qi, d∗i ) ∈ Dtest do
2: Retrieve Dtopk ← R(qi, D)
3: Predict ambiguity a← A(qi, D

topk)
4: if a = show_result then
5: Use Dtopk for evaluation
6: else if a = topk_clarify then
7: Generate (c, {oi})← C(qi, D

topk)
8: Simulate answer asim ←
Agen(c, {oi}, d∗i )

9: Refine query q′ ← qi + asim
10: Retrieve D′topk ← R(q′, D)
11: else if a = domain_clarify then
12: Identify aspects Aj , generate (c, {oi})
13: Simulate answer asim ←
Agen(c, {oi}, d∗i )

14: Refine query q′ ← qi + asim
15: Retrieve D′topk ← R(q′, D)
16: end if
17: Compute metrics: Recall@k, MRR, Rank

Gain, QR, OR
18: end for

Algorithm 4 Evaluation Phase (Multi-Turn)

Require: Test dataset Dtest = {(qi, d∗i )}, answer
simulator Agen, max turns T

1: for all (qi, d∗i ) ∈ Dtest do
2: Initialize q0 ← qi
3: for t = 0 to T − 1 do
4: Retrieve D

topk
t ← R(qt, D)

5: Predict at ← A(qt, D
topk
t )

6: if at = show_result then
7: return Evaluation on D

topk
t

8: break
9: else if at = topk_clarify then

10: Generate (ct, {oi}) ←
C(qt, D

topk
t )

11: else if at = domain_clarify then
12: Generate (ct, {oi})← C(qt,Aj)
13: end if
14: Simulate answer: asim

t ←
Agen(ct, {oi}, d∗i )

15: Update query: qt+1 ← qt + asim
t

16: end for
17: Retrieve final Dtopk

T ← R(qT , D)
18: Compute metrics: Final Recall@k, MRR,

R@k, Mean Turns
19: end for

F Error Analysis
To better understand the limitations of the ASK
framework, we conduct a qualitative error anal-
ysis and identify three recurring patterns that im-
pact system performance: errors in aspect selection,
challenges arising from subtle document variations,
and multi-turn drift.

• Aspect Selection Errors: In some cases,
the ambiguity analyzer correctly routed the
query to the domain-clarify mode. However,
the LLM occasionally selected suboptimal as-
pects for clarification, often due to limited
grounding in domain-specific nuances or in-
complete world knowledge. As a result, the
system initially asked less relevant clarifica-
tion questions before eventually arriving at
the right aspect. While this still led to success-
ful disambiguation, it introduced additional
conversational turns and a slight delay in reso-
lution.

• Fine-Grained Document Variants in the
Knowledge Base: In domains like trou-
bleshooting, the knowledge base often con-
tains several near-duplicate documents differ-



ing only by fine-grained product variations
(e.g., different models of the same smartphone
brand). When the top-k retrieved set includes
documents that are close but not an exact
match, the ambiguity analyzer may incorrectly
assume low ambiguity, leading to a prema-
ture resolution attempt. This is particularly
problematic when the actual ground truth doc-
ument is just outside the top-k, resulting in
misclassification and degraded retrieval accu-
racy.

• Multi-Turn Accumulated Drift: In multi-
turn interactions, early-stage misclassifica-
tions by the ambiguity analyzer can have cas-
cading effects. For example, if the analyzer
incorrectly invokes a topk-clarify path when
domain-level clarification is needed, the sys-
tem may ask unnecessary or tangential ques-
tions. These irrelevant clarifications can lead
to a misaligned user context and ultimately re-
trieval of incorrect documents, even after mul-
tiple turns. Such drift underscores the need for
better robustness and correction mechanisms
across turns.

These observations highlight the critical role of
accurate ambiguity classification and precise aspect
grounding. Future improvements could focus on
incorporating domain specific aspect importance
weights, more robust aspect disambiguation strate-
gies, and confidence-aware decision mechanisms
in the ambiguity analyzer to reduce conversational
detours and enhance retrieval fidelity.

G Prompts

Prompt G.1: ASK-Aspects Based Clarification

Instruction:
You are tasked at generating a clarification question for an
ambiguous customer query.
You are provided as input the following:
1) Conversation: This is the conversation between the user
and the assistant. This is enclosed within the XML tags
<conversation>.
2) Aspects: These are the aspects (with descriptions and
values) that are relevant to the user query, and will help
in framing the right clarification question. This will be
enclosed within <aspects> XML tags.
3) Top-K: These are the top-k documents retrieved for the
ambiguous user query. This is enclosed within the XML
tags <top_k_docs>.

Task Related Instructions:
- Select one aspect from <aspects> that should lead to most
reduction in the ambiguity within the top-k documents,
and hence disambiguiating the query.
- Use the selected aspect to frame a valid question. Provide
exhaustive and relevant options from <values> associated
with the aspect.
- Your clarification response should be enclosed within the
<response> XML tags.
- Enclose the question within <question> and the option
should be enclosed within <option1>, <option2> etc,
followed by none of these option.
- Make sure that the clarification question does not clarify
something that is already part of the conversation.
- Before generating the response, you will state your
reasoning of the aspect selection within <thinking>.

In-context examples:
Here are some examples:
<example> ... </example>
<example> ... </example>

Input:
Now here is the input to you:
<conversation> {conversation} </conversation>
<aspects> {aspects_taxonomy} </aspects>
<top_k_docs> {top_docs} </top_k_docs>



Prompt G.2: Answer Generator

Instruction:
Your are a customer whose task is to answer a clarification
question. You should answer the clarification question by
selecting one of the options from the question.
You are given as input the following:
1. Oracle Document: This is the actual document basis
which you will answer the question. This is enclosed
within the XML tags <oracle>.
2. Question: This is the clarification question asked to you.
This is enclosed within the XML tags <question>. The
clarification question is provided with options each within
<options>.

Instructions:
1. Your answer will always be in the form of an option.
You will just output the most appropriate / closest option
within <answer>, basis the oracle document.
2. Never output answer in the form of text. Always output
the option index.
3. If none of the options is valid as per the oracle, you can
select none.
4. Before answering the question, reason in brief within
<thinking> XML tags.

Output Format:
<thinking>[Brief Reason Here]</thinking>
<answer>1</answer>
- Always output 1 most relevant answer. Never output
more than one options for a clarification question.

In-context examples:
Here are some examples:
<example> ... </example>
<example> ... </example>

Input:
Now here is the input to you:
<oracle> {oracle_doc} </oracle>
<question> {question} </question>

Prompt G.3: ASK-Top-K Based Clarification

Instruction:
Given the user query and retrieved documents, ask a valid
clarification question. If the query is ambiguous, select
the key information from the retrieved documents that
is relevant to the query. Then, ask a clarifying question
based on the selected key information. Your clarifying
question should always contain some options in the format
of ’1. option1, 2. option2...’ accompanied with none of
these option.
- Firstly analyze the query within the <thinking> XML
tags.
- Then enclose your subsequent responses within
<response> XML tags.
- Output a clarification question within the XML tags
<question>. The options should be enclosed within
<option1>, <option2> etc. XML tags.

In-context examples:
Here are some examples:
<example> ... </example>
<example> ... </example>

Input:
Now here is the input to you:
<conversation> {conversation} </conversation>
<top_k_docs> {top_docs} </top_k_docs>

Prompt G.4: Query Aspects Prompt

Instruction:
You are provided the user query and a taxonomy of aspects
related to the domain of the query.
Your task is to tell what aspects present within the
taxonomy is contained in the query. The query is enclosed
within the <query> XML tags, while the taxonomy
is enclosed within <taxonomy>. The taxonomy is a
dictionary with keys as aspects and values as the aspects’
description and values it can take up.
- Analyze the user query and output the aspect names (keys
in the dict) that are explicitly (clearly) present in the user
query without ambiguity.
- Output the name of the aspects within the XML tags
<output>.
- Each aspect should be separated with commas ",". Before
generating the aspects, provide your reasoning within the
XML tags <thinking>.

In-context examples:
Here are some examples:
<example> ... </example>
<example> ... </example>

Input:
Now here is the input to you:
<query> {query} </query>
<taxonomy> {taxonomy} </taxonomy>



Prompt G.5: ASK Soft Routing Prompt

Instruction:
You are tasked at generating a clarification question for an
ambiguous customer query.
You are provided as input the following: 1) Conversation:
Conversation: This is the conversation between the user
and the assistant. This is enclosed within the XML tags
<conversation>.
2) Aspects: These are the aspects (with descriptions and
values) that are relevant to the user query, and will help
in framing the right clarification question. This will be
enclosed within <aspects> XML tags.
3) Top-K: These are the top-k documents retrieved for the
ambiguous user query. This is enclosed within the XML
tags <top_k_docs>.
4) Clarification Type: This is the type of clarification you
need to perform. This is enclosed within the XML tags
<clarify_type>.

There are two types of clarification:
1. top_k_clarify: This clarification type is done when the
provided query is somewhat ambiguous and the top-k
documents holds some relevant to the query. In this
clarification type, you will refer to the top-k documents to
form the clarification questions.
2. domain_clarify: This clarification type is done when
the provided query is highly ambiguous, rendering the
top-k documents not very relevant and coherent. In this
clarification type, you will refer to the defined aspects to
ask the clarification question.

- Leverage either the top-k documents or the provided
aspects to clarify, basis the provided clarification type.
- Enclose the question within <question> and the option
should be enclosed within <option1>, <option2> etc,
followed by none of these option.
- Provide exhaustive options to the customer to select from.
- Before generating the response, you will state your
reasoning of the aspect selection within <thinking>.

In-context examples:
Here are some examples:
<example> ... </example>
<example> ... </example>

Input:
Now here is the input to you:
<conversation> {conversation} </conversation>
<aspects> {aspects_taxonomy} </aspects>
<top_k_docs> {top_docs} </top_k_docs>
<clarify_type> {clarify_type} </clarify_type>

Prompt G.6: ASK Combined Prompt

Instruction:
You are tasked at generating a clarification question for an
ambiguous customer query.
You are provided as input the following:
1) Conversation: This is the conversation between the user
and the assistant. This is enclosed within the XML tags
<conversation>.
2) Aspects: These are the aspects (with descriptions and
values) that are relevant to the user query, and will help
in framing the right clarification question. This will be
enclosed within <aspects> XML tags.
3) Top-K: These are the top-k documents retrieved for the
ambiguous user query. This is enclosed within the XML
tags <top_k_docs>.

- Provided to you context in the form of the top-k
documents and the aspects related to the domain, generate
a clarification question.
- Enclose the question within <question> and the option
should be enclosed within <option1>, <option2> etc,
followed by none of these option.
- Provide exhaustive options to the customer to select from.
- Before generating the response, you will state your
reasoning of the aspect selection within <thinking>.

In-context examples:
Here are some examples:
<example> ... </example>
<example> ... </example>

Input:
Now here is the input to you:
<conversation> {conversation} </conversation>
<aspects> {aspects_taxonomy} </aspects>
<top_k_docs> {top_docs} </top_k_docs>



Prompt G.7: Aspects Taxonomy Generation

Instruction:
You are an aspects to values taxonomy generator for a
given domain of documents. You are provided as input a
list of documents of a specific type related to the domain.
This will be enclosed with <documents>. Your task is to
generate a taxonomy in the form of aspects mapped to its
possible values as mentioned in the documents.

Instructions: 1. You will identify all the specific aspects in
the documents. Note that these aspects should be asked as
clarification questions to the customer for clarifying their
queries who will be looking for these documents.
2. Note that for clarification, you will need to clarify
aspects related to the product (brand, model_type etc)
[PRODUCT ATTRIBUTES] or aspects related to user
queries related to the product [QUERY ATTRIBUTES].
3. You will identify all the possible values of the aspects
as seen in the issues. If the list of aspect values seems
incomplete, use your world knowledge to complete the
list.
4. You will generate each aspect within <aspect> and
its values within <values>. Also provide a description
regarding the aspect.
5. Provide your reasoning within <thinking> before
generating the aspects. 6. Your actual response should be
enclosed within <response>.

In-context examples:
Here are some examples:
<example> ... </example>
<example> ... </example>

Input:
Now here is the input to you:
<documents> {domain_documents} </documents>

Prompt G.8: Clarification Relevance Prompt

Instruction:
Given to you an ambiguous customer query and a
clarification question asked by an AI assistant. Your task
is to score the quality of the clarification question for the
ambiguous query over a set of aspects in a scale of (1-5).

The inputs to you will be the following:
1. Query: This is the ambiguous customer query within
the XML tags <query>.
2. Question: This is the clarification question asked by the
AI assistant to the query, within the XML tags <question>.

You will need to score the question over these aspects:

1. Question Redundancy: Is the question asking something
that is already present in the user query, and not clarifying
something new ?
2. Question Simplicity: Is the question simple enough -
i.e. it asks about a single aspect, rather than clarifying
multiple aspects or asking a descriptive question ?
3. Question Relevance: Is the question most relevant to
ask in order for most optimal clarification ?
4. Options Simplicity: Are the options related to the
questions simple ? 5. Options Independence: How varying
are the options ?

Output Format:
- For each of the aspects, provide a score within the XML
tags between 1-5.
- Before producing the scores, think within the XML tags
<thinking>.
- Then provide the scores within the <response> XML
tags.
- The scores should be outputted within the XML
tags - <question_redundancy>, <question_simplicity>,
<question_relevance>, <options_simplicity>, <op-
tions_independence>.

In-context examples:
Here are some examples:
<example> ... </example>
<example> ... </example>

Input:
Now here is the input to you:
<query> {domain_documents} </query>
<question> {question} </question>



Prompt G.9: Query Aspects Prompt

Instruction:
You are provided the user query and a taxonomy of aspects
related to the domain of the query.
Your task is to tell what aspects present within the
taxonomy is contained in the query. The query is enclosed
within the <query> XML tags, while the taxonomy
is enclosed within <taxonomy>. The taxonomy is a
dictionary with keys as aspects and values as the aspects’
description and values it can take up.
- Analyze the user query and output the aspect names (keys
in the dict) that are explicitly (clearly) present in the user
query without ambiguity.
- Output the name of the aspects within the XML tags
<output>.
- Each aspect should be separated with commas ",". Before
generating the aspects, provide your reasoning within the
XML tags <thinking>.

In-context examples:
Here are some examples:
<example> ... </example>
<example> ... </example>

Input:
Now here is the input to you:
<query> {query} </query>
<taxonomy> {taxonomy} </taxonomy>
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