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Abstract

Job postings are critical for recruitment, yet
large enterprises struggle with standardization
and consistency, requiring significant time and
effort from hiring managers and recruiters. We
present a feedback-aware prompt optimiza-
tion framework that automates high-quality job
posting generation through iterative human-in-
the-loop refinement. Our system integrates
multiple data sources: job metadata, compe-
tencies, organization’s compliance guidelines,
and organization brand statement, while incor-
porating human feedback to continuously im-
prove prompt quality through multi-LLM vali-
dation. We evaluate our approach using LLM-
as-a-judge on 1,056 job postings while also
performing human evaluation on a smaller sub-
set across three dimensions: Standardization,
Compliance, and User Perception. Our results
demonstrate high compliance rates and strong
satisfaction scores in both automated and hu-
man evaluation, validating the effectiveness of
our feedback-aware approach for enterprise job
posting generation.

1 Introduction

In today’s highly competitive job market, craft-
ing effective job descriptions is crucial for attract-
ing qualified candidates and ensuring successful
recruitment outcomes. Job postings serve as the
critical interface between organizations and poten-
tial talent, directly influencing both the quality and
efficiency of recruitment outcomes. Particularly in
large enterprises, where hundreds or thousands of
positions are filled annually across diverse job fam-
ilies and levels, the quality and consistency of job
descriptions become paramount. Beyond merely
attracting candidates, job postings form the founda-
tion for effective talent matching, enabling organi-
zations to identify exceptional candidates and align
them with appropriate roles. However, even the
effectiveness of sophisticated candidate-job match-
ing systems can only be as strong as the quality of

the underlying job descriptions that they ultimately
depend upon.

Despite their importance, creating high-quality
job postings presents significant challenges in en-
terprise settings. Writing job descriptions is not
only time-consuming, but the absence of standard-
ization across job families, coupled with limited
access to templates and writing assistance tools,
places a substantial burden on hiring managers and
recruiters. These complexities require significant
time and effort to draft effective job descriptions
that are both accurate and effective in attracting top
talent.

This challenge is further compounded by several
systemic issues that impact recruitment quality and
efficiency. First, job-specific competency require-
ments are not always fully defined at the initial job
creation stage. For efficiency, hiring managers may
adapt existing job postings with modifications to
create new openings. While this approach saves
time, it can sometimes result in job descriptions
that do not fully reflect current role requirements or
evolving organizational needs, potentially limiting
the ability to attract the most qualified candidates.
Furthermore, many hiring managers, in the absence
of proper guidance, struggle to craft compelling job
descriptions, resulting in postings that fail to com-
municate the role’s value proposition or growth
opportunities to top-tier candidates. This problem
is exacerbated by vague job descriptions that leave
job seekers uncertain about their fit for the posi-
tion, leading to either under-application from quali-
fied candidates or over-application from misaligned
ones. Such ambiguity also impairs recruiter effec-
tiveness, as unclear requirements make it difficult
to efficiently screen and prioritize candidates.

These challenges highlight the urgent need for
an automated, scalable solution that can generate
high-quality, compliant, and standardized job post-
ings while reducing the burden on hiring managers
and recruiters. In this paper, we present a feedback-



Figure 1: Feedback-aware prompt refinement system.

aware prompt optimization framework that uses
iterative human-in-the-loop feedback mechanisms
to refine the prompt for generating job postings.
We collect human feedback on generated job post-
ings and use it to instruct LLMs to refine the
prompt. Our approach combines organizational
knowledge and compliance requirements to pro-
duce high-quality job descriptions that are simul-
taneously compliant, engaging, and effective for
talent attraction and matching.

2 Methodology

Figure 1 illustrates the overall system design for the
job posting generation with the prompt refinement
process. Our system implements a feedback-aware
prompt optimization framework that integrates mul-
tiple data sources, including job metadata, organi-
zational compliance guidelines, role-specific guide-
lines, job family and level specific functional and
core competencies, organization brand statement,
and recently published job postings (Brown et al.,
2020). The framework employs an iterative refine-
ment process where human annotators review gen-
erated job postings and provide feedback that guide
LLMs in improving the generation prompt. This
human-in-the-loop architecture enables continuous
prompt adaptation based on the quality assessments
and the expert feedback.

As shown in Figure 1, we first develop an initial
prompt containing instructions on organizational
compliance guidelines, which we then refine. We
enrich the prompt with organizational role guide-
lines, job family and level competencies, brand
values, and a few examples of recently posted job

postings. We then obtain specific inputs from hir-
ing managers and combine them with the enriched
prompt to generate job postings. These job postings
are manually evaluated and annotated by subject
matter experts. We gather all the feedback provided
by them and then instruct the LLM to update the
instructions by taking into account the new feed-
back. We then test the prompt to ensure the changes
are effective. After refining the generation prompt
through this iterative process, we use it in two ar-
chitectural approaches for job posting generation:
Single-Prompt and Multi-Agent.

Single-Prompt Approach: This approach makes a
single LLM call using the refined prompt along
with comprehensive input data. The inputs in-
clude job metadata (title, level, job family, and
organization) and hiring managers/recruiters pro-
vided responses to five key questions addressing:
(1) required skills and competencies, (2) long-term
growth opportunities, (3) role differentiation within
the organization, (4) team context and culture, and
(5) typical day-to-day responsibilities. The prompt
incorporates role-specific guidelines, functional
and core competencies, organization brand state-
ments, and representative job posting examples
from the past six months. All generated content
adheres to the organization’s job description stan-
dards and compliance requirements. The average
prompt word count is 4866.48 ± 427.87.

Multi-Agent Approach: This approach employs a
two-stage architecture consisting of a Writer Agent
and a Reviewer Agent. The Writer Agent gener-
ates an initial job posting draft using the same re-
fined prompt and enriched input data as the Single-



Prompt approach. The Reviewer Agent then ex-
ecutes multiple specialized review tasks, each fo-
cusing on a specific section: job title, description,
key responsibilities, a-day-in-the-life, about team,
and additional information for internal candidates.
Each review task performs compliance verification
for its designated section and generates revisions
as needed (Shinn et al., 2023). Finally, a formatting
task aggregates all reviewed and revised sections,
combining them into a properly structured mark-
down document.

3 Dataset

We sampled 1,056 job postings from nine job fami-
lies spanning four organizational levels within cor-
porate roles. The levels range from Level 4, rep-
resenting entry-level positions, to Level 7, corre-
sponding to Principal and Senior Manager posi-
tions. For each job family and level, we targeted
30 job postings, achieving this goal for all cate-
gories except Support Engineering, where fewer
senior-level postings were available. The sample
comprises 82.1% Individual Contributor (IC) roles
and 17.9% Managerial roles. Table 1 shows the
overall data distribution across job families and
levels. The nine job families were selected based
on their hiring volume. This ensures that our anal-
ysis captures the majority of hiring patterns and
requirements within the organization.

Job Family Level 4 Level 5 Level 6 Level 7

Account Mgmt 30 30 30 30
Buying/Planning 30 30 30 30
Finance/Planning 30 30 30 30
Program Mgmt 30 30 30 30
Tech Sales 30 30 30 30
Software Dev 30 30 30 30
Solution Arch 30 30 30 30
Support Eng 30 30 30 6
Tech Prog Mgmt 30 30 30 30

Table 1: Job posting distribution across families and
levels.

4 Experiments

We compare two generation approaches: a single-
prompt approach and a multi-agent approach. To
systematically evaluate the generated job postings,
we develop a comprehensive evaluation framework
covering three dimensions: compliance with or-
ganizational standards, standardization across role
guidelines, and user perception/satisfaction. We

conduct two phases of human evaluation and anno-
tation to assess content quality and gather feedback,
which we incorporate into iterative prompt refine-
ment.

4.1 Experimental Setup

As described in Section 2, our system requires hir-
ing managers and recruiters to provide the follow-
ing key information: (1) top three required skills,
(2) long-term expectations, (3) potential project de-
tails, (4) daily responsibilities, (5) team structure,
and (6) additional information (optional). To evalu-
ate our approach across diverse positions, we utilize
a dataset of existing job postings spanning nine job
families and multiple seniority levels, from entry-
level to principal and senior management roles (see
Section 3).

Our experimental pipeline consists of two stages.
First, we prepare inputs from hiring managers and
recruiters by extracting structured inputs from ex-
isting job postings using Claude 3.7 Sonnet with
our engineered prompt. Second, we use these ex-
tracted inputs to generate new job postings by incor-
porating additional organizational context, includ-
ing role-specific guidelines, job family and level-
specific functional and core competencies, organi-
zation brand statements, and examples from recent
postings. We evaluate two generation approaches:
a single-prompt method and a multi-agent sys-
tem. For all LLM operations, we configure the
model with temperature = 0.7, top_p = 0.7,
and top_k = 100 to balance output diversity and
consistency.

4.2 Evaluation Framework

Our primary goal is to help hiring managers cre-
ate better job postings by combining standardized
templates with GenAI tools that capture each role’s
unique requirements. Thus, we evaluate the gener-
ated job postings across following three key dimen-
sions:
Compliance: This dimension evaluates whether
generated content adheres to organizational job de-
scription standards and compliance criteria. For in-
stance, it checks for appropriate language and tone,
bias-free content, and exclusion of internal team
names, code names, or unexplained acronyms.
Standardization: This dimension evaluates
whether the generated content maintains consis-
tency within the same job family and level, and job
postings exhibit uniform formatting and structure.



User Perception: This dimension evaluates
whether users perceive the generated content to be
better than content produced by the current process.
Specifically, we assess whether users believe the
content improves upon our current process in two
critical ways: its ability to attract higher-quality
candidates and its effectiveness in helping can-
didates self-select into roles that align with their
skills.

Moreover, to evaluate the overall effective-
ness/satisfaction of our system, we collected com-
prehensive feedback from participants regarding
the generated job descriptions. Specifically, we
assessed whether the content appropriately em-
phasized information relevant to job seekers, and
measured participants’ overall satisfaction with the
quality of the generated content. We also investi-
gated the perceived likelihood of adoption by exam-
ining how probable participants believed it would
be for hiring managers and recruiters to utilize the
tool in their actual job posting workflows. Finally,
we solicited open-ended suggestions for system im-
provements to identify potential areas for future
enhancement and refinement of the tool’s capabili-
ties.

We performed two rounds of human annotations
and evaluations to gather feedback for prompt im-
provement and refine evaluation questions based
on the aforementioned three key dimensions.

4.2.1 Phase 1: Human Evaluation
In Phase 1, we reached out to 15 internal team mem-
bers to review the generated job postings. Each user
was asked to review three job descriptions within
one of three job families: Software Dev, Support
Eng, and Program Mgmt and complete a survey.

We received 24 responses to compliance-related
questions and 8 responses to standardization, user
perception, and overall satisfaction questions. We
obtained an average compliance score of 86.69%.
The survey also revealed confusion regarding one
question on whether the generated content included
internal team names, internal code names, or team-
specific acronyms. Our deep dive by two different
team members confirmed that question might have
been not conveyed clearly and lead to false posi-
tives. All respondents agreed that the generated
content was consistent and aligned with the role
guidelines. For user perception and overall satis-
faction, we obtained an average score of 4.17 and
4.56 (on a 5-point scale), respectively.

We also conducted large-scale evaluation us-

ing LLM-as-a-judge framework with three mod-
els from different families (Claude Sonnet 4,
Claude Sonnet 3.5 v2, and Nova Pro (Intelligence,
2024)) to mitigate model-specific biases. We used
the same set of sampled 68 recent job postings
spanning three job families (Software Develop-
ment, Support Engineering, Program Management)
across four levels (L4–L7). For each posting, we
generated inputs from hiring managers and re-
cruiters using Claude 3.7 Sonnet, then regenerated
the job posting using our refined prompt with these
inputs, job metadata, role guidelines, brand state-
ments, competencies, and sample job postings from
the corresponding job family and level.

Each LLM independently evaluated the gener-
ated postings across three dimensions: Compliance,
Standardization, and User Perception, using struc-
tured prompts that incorporated the generated con-
tent and relevant contextual information. We aggre-
gated scores from multiple LLMs by averaging Lik-
ert responses (1–5) and majority voting for binary
questions. We obtained strong system performance:
97% average compliance, 100% standardization
(all postings contained required sections with re-
sponsibilities matching role guidelines), and high
user perception scores (4.43/5 for candidate attrac-
tion, 4.48/5 overall satisfaction). These scores also
correlate with the human evaluation.

Phase 1 provided early learning to improve the
prompt. At a high level, feedback on acronyms,
standardizing the job title, mention of location, and
other were helpful feedback to improve the prompt.
We also changed the wording of the question about
internal team names, internal code names or team-
specific acronyms, and explained that it is accept-
able to use them if explained in text.

4.2.2 Phase 2: Human Evaluation
Following prompt refinement based on Phase 1
feedback, we conducted Phase 2 human evaluation
with 17 hiring managers and recruiters using the
updated prompt. We followed the same evaluation
methodology as Phase 1. However, we updated the
questionnaire based on Phase 1 learning. Phase 2
evaluated newly sampled job postings from three
job families (Software Development, Support Engi-
neering, and Program Management) across all four
job levels (L4–L7). We collected 68 responses for
compliance-related questions and 16 responses for
standardization, user perception, and overall satis-
faction questions. Similar to Phase 1 results, the
evaluation results demonstrate strong performance



across all dimensions. The results demonstrate
strong performance: 81.37% average compliance
score, 81.25% for standardization, and average rat-
ings of 3.77 for user perception and 3.81 for overall
satisfaction (on a 5-point Likert scale).

We also received valuable feedback from human
annotators for prompt refinement. They empha-
sized ensuring gender-neutral language throughout,
maintaining consistent structural templates per job
family, and eliminating vague generalized state-
ments such as “executing flawlessly” among other
improvements. We incorporated these refinements
into subsequent iterations to further improve the
system prompt.

5 Results

Table 2 presents the relative improvement of the
multi-agent system over the single prompt baseline
for 1,056 generated job postings across nine differ-
ent job families and levels. To scale the evaluation
process, we employ an LLM-as-a-judge framework
using three models (Claude Sonnet 4, Claude Son-
net 3.5 v2, and Nova Pro) from different model
families. The idea is to mitigate potential biases
that can be present when using a single model.
The generated content is evaluated along three di-
mensions: Compliance (Yes/No), Standardization
(Yes/No), and User Perception (1–5 scale). For nu-
meric responses (1–5 scale), we compute the mean
across all three LLMs whereas for binary responses
(Yes/No), we use majority voting instead. We also
ask the judge LLMs to provide an explanation be-
fore producing the final answer to the evaluation
questions. Since latency is a critical factor for user
experience in a production environment, we also
evaluate on this dimension along with the afore-
mentioned metrics.

The results show that the multi-agent system
achieves better performance than the single-prompt
approach across all quality metrics: compliance,
standardization, user perception, and overall satis-
faction, although the improvement is marginal in
most metrics. However, this improvement comes
at a significant computational cost - the multi-agent
system has an approximately 7× higher latency
due to the fact that it makes multiple sequential
LLM calls to generate the final job posting. Even
though we employ asynchronous calls for the com-
pliance check and revision steps, the multi-agent
system still incurs a significantly longer time in the
generation of the final job posting.

Although the single-prompt approach is demon-
strably faster, even for this approach, the latency
exceeds acceptable thresholds for real-time deploy-
ment. To address this challenge, we implement a
streaming architecture that progressively delivers
content to the frontend as it is generated. This ap-
proach achieves a time-to-first-token (TTFT) well
within acceptable limits and significantly improves
perceived user experience by reducing the initial
wait time to approximately 2.28 seconds. Given the
minimal quality improvement (less than 1% across
metrics) and the substantial 7× latency disadvan-
tage of the multi-agent system, we recommend de-
ploying the single-prompt approach with streaming
enabled for production use. This configuration pro-
vides an optimal balance between content quality
and user experience.

6 Related Work

Prompt Optimization: Several studies have pro-
posed automatic and manual methods for opti-
mizing prompts to improve the quality of LLM-
generated outputs (Lu et al., 2022; Yuksekgonul
et al., 2025; Khattab et al., 2024; Li and Klinger,
2025; Yan et al., 2025; Wang et al., 2025; Zhen
et al., 2025). DSPy (Khattab et al., 2024) intro-
duces a framework for automatic prompt optimiza-
tion. TextGrad (Yuksekgonul et al., 2025) proposes
automatic differentiation via text, treating prompts
as differentiable parameters optimized using tex-
tual feedback as gradients. Lin et al. used human
preference feedback to optimize the prompt for
LLMs. Li and Klinger used interactive prompt op-
timization approach with human in the loop to op-
timize the prompt. Our work optimizes prompts by
instructing an LLM with expert feedback collected
on generated job postings through multiple rounds
of evaluation.
Multi-Agent Systems: Multi-agent autonomous
or semi-autonomous systems are being widely ex-
plored across multiple domains (Xiao et al., 2025;
Du et al., 2024; Islam et al., 2024). Li et al. used
four agents: generator agent, visual critique agent,
code critique agent, and revision agent to gener-
ate the code to create the reference chart image.
Similarly, Su et al. proposed LLM based multi
agent system, Virtual Scientists (VIRSCI), to col-
laboratively generate, evaluate, and refine research
ideas. Shao et al. used multi-agent collaboration to
write Wikipedia-like articles. In this paper, we also
explore multi-agent system for generating job post-



Metrics Single Prompt Multi-Agent

Compliance (Y/N) - 1.004 %
Standardization (Y/N) - 0.605 %
User Perception (1-5 scale) - 0.215%
Overall (1-5 scale) - 0.423%

Latency - 7.345 × slower
Time to First Token (TTFT) (s) 2.28±0.40 -

Table 2: Relative improvement of Multi-Agent Approach over Single Prompt Approach across quality and efficiency
metrics.

ings and compare the approach with single prompt
approach.
LLM-as-a-Judge: The LLM-as-a-Judge frame-
work has been widely used in the literature to scale
as well as explain the evaluation of LLM generated
content (Chiang and Lee, 2023; Zheng et al., 2023;
Mohammadi et al., 2025; Thakur et al., 2025). Chi-
ang and Lee used LLM to evaluate the quality of
texts in open-ended story generation and adversar-
ial attacks tasks. They showed that LLM evalua-
tion can produce results similar to expert human
evaluation. Similarly, Thakur et al. showed that
large models like GPT-4 Turbo, Llama-3.1;70B,
and Llama-3;70B achieve stronger alignment with
humans. Chiang et al. introduced Chatbot Arena
for evaluating LLMs based on human preference.
In this paper, we also employ LLM-as-a-Judge to
evaluate generated job postings at scale, as it is
more cost-effective than human evaluation while
maintaining a high alignment with expert judg-
ment.

7 Conclusions and Future Work

In this paper, we presented an LLM-based sys-
tem for automated job posting generation that ad-
dresses the challenges of creating compliant, stan-
dardized, and engaging job descriptions at scale.
We introduced a feedback-aware prompt refine-
ment methodology that incorporates human-in-the-
loop feedback to iteratively improve prompt quality.
We compared two architectural approaches: single
prompt and multi-agent, and evaluated their per-
formance across quality metrics (compliance, stan-
dardization, user perception) and efficiency metrics
(latency, time-to-first-token) using 1,056 generated
job postings spanning nine job families and levels.
Our evaluation demonstrates that while the multi-
agent system achieves marginally higher quality
scores (approximately 1% improvement), it incurs
a substantial 7× latency penalty compared to the

single-prompt approach. To bridge the gap be-
tween quality and real-time responsiveness, we im-
plemented a streaming architecture for the single-
prompt system, achieving a time-to-first-token well
within the acceptable limits for real-world deploy-
ment.

As next steps, we plan to explore automated
prompt refinement by learning from the edits made
to the generated job postings by the hiring man-
agers and recruiters before external publication.
Specifically, we aim to automatically extract in-
structional patterns from these edits and incorpo-
rate them into the prompt optimization step. Ad-
ditionally, rather than requiring explicit user input
through forms, we plan to develop a conversational
co-pilot interface where users can interact with the
system through natural dialogue to iteratively refine
job postings, enabling a more intuitive and efficient
user experience.

Limitations

Our work has the following limitations. First, our
current system generates job postings in a single
pass, while professional writing typically involves
iterative refinement. Enhancing the tool to support
multi-turn interactions where users can iteratively
refine generated content would better align with
natural writing workflows. Second, translating col-
lected feedback into prompt modifications requires
human expertise to ensure compliance with organi-
zational policies. Third, we evaluated only closed-
source models (Claude Family and Nova Pro); the
performance of open-source alternatives such as
Llama (Touvron et al., 2023) or Mistral (Jiang et al.,
2023, 2024) for job posting generation remains un-
explored. Finally, our evaluation dataset is propri-
etary and cannot be publicly released due to confi-
dentiality constraints. However, our methodology
can be adapted to other organizational contexts.
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