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Abstract

Visual agent models for automating human ac-
tivities on Graphical User Interfaces (GUIs)
have emerged as a promising research direc-
tion, driven by advances in large Vision Lan-
guage Models (VLMs). A critical challenge in
GUI automation is the precise grounding of
interface elements across diverse platforms. Ex-
isting vision-only GUI agents directly ground
elements from large and cluttered screenshots,
requiring them to process substantial irrelevant
information that compromises their accuracy.
In addition, these approaches typically employ
basic cross-entropy loss for learning ground-
ing objectives, which fails to effectively cap-
ture grounding quality compared to established
object detection metrics like Intersection-over-
Union (IoU). To address these issues, we in-
troduce R-VLM, a novel GUI grounding ap-
proach that leverages zoomed-in region propos-
als for precise element localization. We also
propose an IoU-aware objective function that
facilitates model convergence toward high IoU
predictions. Our approach bridges the gap be-
tween VLMs and conventional object detec-
tion techniques, improving the state-of-the-art
grounding accuracy by 13% across diverse GUI
platforms on the GUI grounding benchmarks
ScreenSpot and AgentStudio. In addition, our
R-VLM approach shows 3.2-9.7% absolute ac-
curacy improvements in GUI navigation tasks
on the AITW and Mind2Web benchmarks.

1 Introduction

Agent models operating on Graphical User Inter-
face (GUI) have gained significant attention for
their ability to automate cognitively demanding
tasks on behalf of humans from high-level instruc-
tions (Gur et al., 2023; He et al., 2024; Hong et al.,
2024; Furuta et al., 2023). Recent remarkable ad-
vancements in Vision Language Model’s (VLM)
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ability to perceive visual elements and align lan-
guage instructions to GUI objects have paved the
way to automating tasks in real user interfaces.
However, most of the current approaches rely on
hierarchical text modalities (e.g., HTML, acces-
sibility tree, and DOM tree) to understand GUI
layouts and interactable elements (Zheng et al.,
2024a; Gur et al., 2023; Zhou et al., 2024; Zhu
et al., 2025; Gao et al., 2024). This dependence
on textual representation presents significant lim-
itations for real-world applications, as it requires
processing extensive contextual information and
managing diverse GUI representations across dif-
ferent environments - web, operating systems, and
desktop applications. Consequently, there is grow-
ing interest in developing vision-only agent mod-
els that operate solely on visual inputs (i.e., GUI
screenshots).

Precise GUI grounding, i.e., accurately predict-
ing the coordinates of the GUI elements, is funda-
mental to the successful operation of visual agents.
Complex GUI layouts often lead to inaccurate
localization, resulting in failed action executions
and compromised multi-step automation processes.
This challenge motivates our central research ques-
tion: How can VLMs be empowered to achieve
accurate coordinate prediction of GUI elements
given GUI screenshots and natural language in-
structions?

Previous vision-only agents have introduced sev-
eral techniques to enhance GUI grounding (Cheng
et al., 2024; Hong et al., 2024; Shaw et al., 2023).
However, these approaches struggle to precisely
locate GUI elements, mainly due to two funda-
mental limitations. First, these works attempt to
predict grounding coordinates from entire screen-
shots, which typically contain complex layouts and
diverse GUI elements spanning multiple scales.
This inherent complexity in coordinate prediction,
a challenge well-discussed in conventional object
detection literature (Girshick et al., 2014; Girshick,
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“In this UI screenshot, what is the position of the 
element corresponding to the [INSTRUCTION]?”

“The initial prediction is 
(0.61, 0.27, 0.73, 0.35) ”

“Given the zoomed-in view on the initial prediction,
predict a detailed location for [INSTRUCTION].”

“The refined prediction is 
(0.32, 0.47, 0.71, 0.65) ”
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Instruction

Figure 1: Illustration of the Region-Aware Vision Language Model (R-VLM). Our approach consists of two modules
for precise GUI grounding: (a) A two-stage zoom-in grounding process that refines predictions via a zoomed-in
view of region proposal. After obtaining an initial prediction from the model using GUI screenshot and user
instruction, which serves as a region proposal, we zoom-in around this region and pass it through the model again
for second-stage grounding. (b) An IoU-aware weighted cross-entropy loss that provides a smooth learning signal
based on the IoU value rather than strictly fitting to ground-truth bounding box. This loss assigns weights to pseudo
bounding boxes according to their IoU value with ground-truth to emphasize high IoU grounding predictions.

2015; Ren et al., 2016), substantially impedes the
achievement of fine-grained grounding accuracy.
Second, existing approaches employ basic cross-
entropy loss for training the grounding model in the
token space. While cross-entropy loss effectively
optimizes specific token predictions by reducing
the likelihood of all other tokens, it fails to provide
meaningful learning signals that reflect the quality
of grounding predictions, particularly when evalu-
ated using standard object detection metrics such
as Intersection-over-Union (IoU).

Focusing on the aforementioned limitations,
we introduce the Region-aware Vision Language
Model (R-VLM), a novel region-based approach
that substantially improves GUI grounding accu-
racy by incorporating principles from established
object detection algorithms. Our approach con-
sists of two key components: a two-stage zoom-in
grounding approach inspired by region proposal
networks (Ren et al., 2016) (Figure 1(a)), and an
IoU-aware weighted cross-entropy loss function
that emphasizes achieving high IoU grounding,
similar to how conventional object detection mod-
els are optimized (Girshick et al., 2014; Girshick,
2015) (Figure 1(b)).

In the two-stage zoom-in grounding approach,
we first predict a bounding box that serves as a
region proposal, followed by a zoom-in around this
region to obtain a more fine-grained prediction. In
addition, we also propose a simple yet effective
recipe for zoom-in instruction tuning data genera-
tion for VLM fine-tuning, which further strength-

ens the two-stage zoom-in process. For the IoU-
aware weighted cross-entropy loss function, multi-
ple pseudo Ground Truth (GT) bounding boxes are
generated around the real GT. The cross-entropy
weights are dynamically adjusted during training
according to the IoU values between the pseudo
GT and real GT, providing continuous learning
signals that guide the model toward higher IoU
grounding predictions. Furthermore, to mitigate
computational overhead from additional pseudo
GTs, we propose a cost-efficient way for the IoU-
aware loss by modifying the attention map and
relative positional encoding. This design maintains
the effectiveness of our approach while reducing
computational demands.

We apply our approach to the previous state-of-
the-art approach, SeeClick (Cheng et al., 2024).
Extensive experiments are conducted on the GUI
grounding datasets ScreenSpot (Cheng et al., 2024)
and AgentStudio (Zheng et al., 2024c) as well as
the GUI navigation datasets AITW (Rawles et al.,
2024) and Mind2Web (Zheng et al., 2024b). Our
approach achieves 13% absolute improvements in
grounding accuracy across diverse GUI platforms
(mobile, desktop, and web) on ScreenSpot and
AgentStudio. Also, R-VLM outperforms the base-
line by 3.2-9.7% on the GUI navigation datasets
AITW and Mind2Web. Notably, our approach can
be seamlessly integrated with any VLM, and ap-
plying the two-stage zoom-in grounding alone to
VLMs in a training-free manner yields substantial
accuracy gains.



We summarize our contributions as follows.

• We propose R-VLM, a novel region-based
approach for precise GUI grounding that in-
corporates principles from conventional ob-
ject detection algorithms into VLMs. R-VLM
consists of two key components: a two-stage
zoom-in grounding approach that leverages
zoomed-in region proposals for fine-grained
localization, and an IoU-aware weighted
cross-entropy loss that emphasizes high IoU
grounding predictions.

• We apply R-VLM to the previous state-of-the-
art approach. Our approach obtains 13% abso-
lute GUI grounding accuracy improvements
and 3.2-9.7% absolute GUI navigation accu-
racy improvements compared to the previous
state-of-the-art.

• We show that the two-stage zoom-in ground-
ing approach can be applied to other VLMs in
a training-free manner with substantial accu-
racy improvements.

2 Related Work

Agents for GUI Automation With recent ad-
vancements in large language models, automating
human activities on real-world Graphical User In-
terfaces (GUIs) has become increasingly feasible.
Recent studies have pursued general-purpose au-
tonomous GUI agents (Deng et al., 2024; Zhou
et al., 2024; Gao et al., 2023). Although these ef-
forts show promising results in automation tasks,
they rely on structured documents, which neces-
sitate processing verbose documents and limit dy-
namic operation across diverse platforms. To ad-
dress these challenges, recent approaches propose
agents that operate solely on visual inputs using
vision-language models (Shaw et al., 2023; Hong
et al., 2024; Cheng et al., 2024; Zhang and Zhang,
2023). CogAgent (Hong et al., 2024) introduces a
dedicated pathway for high-resolution images, and
SeeClick (Cheng et al., 2024) pretrains a model
using a series of GUI grounding tasks. However,
current vision-only agents train models with cross-
entropy loss, treating numeric coordinates as dis-
crete tokens, and do grounding directly from en-
tire screenshots, leading to low-IoU grounding. We
improve vision-language model grounding by en-
abling them to operate similarly to object detection
algorithms with the IoU-aware training objective.

Conventional Object Detection Approaches
The region-based approach with IoU-aware loss is a
well-established strategy in conventional object de-
tection (Girshick et al., 2014; Girshick, 2015; Ren
et al., 2016; Liu et al., 2016). This approach obtains
region proposals from models, such as Selective
Search (Uijlings et al., 2013), EdgeBoxes (Zitnick
and Dollár, 2014), Region Proposal Network (Ren
et al., 2016) or sliding windows (Liu et al., 2016)
(a.k.a. anchor boxes). Subsequently, the features
of each region proposal are extracted by cropping
the original image (Girshick et al., 2014) or feature
maps of the original image (Girshick, 2015; Ren
et al., 2016; Liu et al., 2016; Patel et al., 2023).
The region proposal features are then fed into neu-
ral network layers with a classification head and
a bounding box regression head to produce pre-
cise object detection results, where the bounding
box regression head is trained with regression loss
that is IoU-aware. Our proposed R-VLM approach
draws inspiration from conventional object detec-
tion approaches. Specifically, R-VLM employs a
two-stage zoom-in grounding mechanism, inspired
by region proposal-based cropping, and incorpo-
rates an IoU-aware loss analogous to bounding box
regression loss. We adapt conventional object detec-
tion approaches to make them applicable to VLM-
based GUI grounding.

3 Region-Aware Vision Language Model

We introduce the Region-aware Vision Language
Model (R-VLM), a region-guided framework tai-
lored for precise GUI localization with vision-
language models (Figure 1). First, we present anal-
yses of existing visual agent models localizing
GUI elements, uncovering challenges that need
to be addressed (Section 3.1). Building on these
observations, we propose our method with two key
components. (1) A two-stage zoom-in approach
that derives fine-grained and accurate grounding re-
sults, even for small objects (e.g., icons), from the
zoomed-in view of the GUI screenshot, enabling
the model to function similarly to region proposal
networks (Section 3.2). (2) An Intersection-over-
Union (IoU) guided objective function that pro-
vides the model with learning signals to compre-
hend the concept of IoU during training, where
numeric values are typically treated as sequential
language tokens (Section 3.3). Note that while we
describe our approach with box prediction for GUI
elements for brevity, it can be readily applied to



Figure 2: Histogram of IoU scores for predictions by
the state-of-the-art approach SeeClick (Cheng et al.,
2024) on the ScreenSpot benchmark show consistent
low IoU across GUI environments: (a) Web, (b) Desktop
applications, and (c) Mobile. (d) Qualitative examples of
action execution failure cases, where the model captures
nearby regions but fails to localize precisely.

point coordinate prediction tasks as well, see Ap-
pendix A.1.

3.1 Preliminary Study

We briefly examine how existing visual agent
model, a vision-language model pretrained with
GUI grounding data, predicts GUI elements. First,
we analyze the IoU histogram between predicted
bounding boxes and corresponding ground truths
(Figure 2 (a)-(c)) on ScreenSpot benchmark using
a recent representative baseline (Cheng et al., 2024)
that pretrains Qwen-VL (Bai et al., 2023) on a se-
ries of GUI grounding tasks. As shown in the figure,
the model’s predictions exhibit low-IoU patterns
across GUI objects. These results align with failure
cases commonly observed, where the center point
of the predicted box does not fall within the ground-
truth box (Figure 2 (d)). While the model captures
nearby parts, it often fails to pinpoint exact bound-
ing box locations (low IoU scores), suggesting
limited grounding ability in vision-language mod-
els. Another type of failure involves mismatches
between user instructions and GUI icons/widgets
(e.g., “Delete this mail" mapped to a trash can icon);
however, we focus on the aforementioned issues
here as the mismatch problem can be alleviated
with curated GUI grounding data at scale.

From another perspective, we also observe the
correlation between GUI object size and grounding
accuracy of vision-language models (Figure 3). We
evaluate the visual agent model on the GroundUI-
1K dataset from AgentStudio (Zheng et al., 2024c),

Figure 3: Grounding accuracy of GUI elements on the
GroundUI-1K dataset from the AgentStudio benchmark,
shown by object size percentiles (small to large) on x-
axis. The blue bars and orange bars represent the ground-
ing accuracy of baseline and our approach respectively.

which includes a wide range of object sizes as
it combines data from multiple benchmarks. In
Figure 3, the x-axis represents the object size per-
centile, from small to large, showing that ground-
ing accuracy is relatively low for smaller elements
(blue bars). This outcome is somewhat expected,
as accurately localizing small elements in high-
resolution web or desktop screens with cluttered
layouts poses a challenge. Motivated by these in-
sights, we introduce tailored solutions to effectively
improve the grounding accuracy of vision-language
models in the following sections.

3.2 Two-Stage Zoom-In Grounding

For higher accuracy in locating GUI elements, we
extract coordinates from zoomed-in region propos-
als that are likely to contain the target instance. The
intuition behind here is that, given GUI environ-
ments often contain multiple elements with vary-
ing sizes, this process allows model to focus solely
on object detection tasks within a small region,
thereby significantly reducing the need to handle
irrelevant context. This approach aligns with the
conventional two-stage object detection strategies
(Girshick et al., 2014; Ren et al., 2016), which sep-
arate the detection process into two steps, using the
second step as a refinement stage to improve object
regression accuracy.

Our method begins with an initial prediction of a
bounding box coordinate from the model during in-
ference. We then crop a region centered around this
initial prediction for zooming, assuming this region
as a region proposal. Here the zoom-in scale is de-
termined based on the estimated size of the GUI el-
ement, i.e., we zoom-in more for smaller elements,
which visual agents often struggle to localize as
discussed in Section 3.1. Specifically, the zoom-in
scale is set in proportion to the width and height
of the initial prediction, and the cropped region is
obtained by magnifying the initial prediction by a



factor of k. The zoomed-in view around the initial
prediction is then passed through the agent model,
which predicts the coordinate within this selected
region. Final coordinates are obtained by inverting
the zoom-in view coordinate back to the original
image perspective. It is worth noting that this two-
stage verification approach significantly enhances
localization accuracy in a post-hoc manner without
requiring additional instruction tuning.

Instruction tuning on zoomed-in data Al-
though our two-stage zoom-in grounding at in-
ference works well without additional instruction
tuning, we find that fine-tuning the model with
zoom-in data and paired instructions simulating the
zoom-in grounding process improves the model’s
precision in localizing coordinates within zoomed-
in view of region proposals. We propose a sim-
ple yet effective zoom-in data generation pipeline
derived from existing GUI grounding data, with-
out introducing new data types. This process be-
gins by determining the zoom-in region; rather
than using ground-truth bounding boxes, we ac-
count for potential noise in initial predictions at the
first inference stage. To simulate plausible noisy
predictions, we generate bounding boxes by per-
turbing the ground-truth, ensuring a Generalized
Intersection-over-Union (GIoU) score (Rezatofighi
et al., 2019) that exceeds a threshold σ. We adopt
the GIoU metric here since it captures proximity to
indicate whether regions are near or separate. With
each generated bounding box, we crop and zoom-in
around this area, pairing it with an instruction, such
as “Given the zoomed-in view centered on the ini-
tial prediction, predict a detailed bounding box for
[INSTRUCTION]". The label coordinates for these
instructions are assigned by updating the ground-
truth coordinates relative to the zoomed-in image.
Empirical results confirm that training with this
zoom-in region proposal and updated instruction
format enhances grounding during the two-stage
verification at inference.

3.3 IoU-Aware Weighted Cross-Entropy

A remaining challenge is that current models lack
a learning signal indicating that their predictions
should have a high IoU with the ground-truth
bounding boxes. Existing visual agent models
are trained by fitting only specific tokens from
language-formatted coordinate labels using cross-
entropy loss, resulting in the low IoU prediction
patterns observed in Section 3.3. This raises a
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Figure 4: Efficient IoU-aware weighted cross-entropy
computation. (a) M pseudo boxes are generated from
the ground-truth box using a GIoU threshold (here,
M=3), and concatenated with the original label, en-
abling a single forward pass for M+1 predictions. (b)
The attention map is masked to prevent pseudo boxes
from attending to each other. (c) The positional embed-
ding of the ground-truth box is assigned to all pseudo
boxes, ensuring a single prediction at inference. Cross-
entropy is weighted by GIoU relative to ground-truth.

research question: how can we train a vision-
language model to optimize for an IoU-like ob-
jective while it outputs numeric values as a se-
quence of tokens? With this goal in mind, we devise
an IoU-aware weighted cross-entropy loss func-
tion. One straightforward approach for this loss
is to generate pseudo bounding boxes, slightly de-
viated from ground-truth bounding boxes, to use
as augmented labels. Each pseudo bounding box
is weighted in the cross-entropy loss calculation
based on its IoU with the ground-truth: lower IoU
values receive lower weights. While this simple
design could guide the model toward better IoU
alignment, it requires repetitive forward passes for
the same GUI screenshot and user instruction (e.g.,
adding five different pseudo boxes for one label
would require five forward passes). To solve this
issue, we concatenate M different pseudo bound-
ing boxes with the label of ground-truth bounding
box in a single forward pass (Figure 4), assigning
each pseudo bounding box a different weight when
computing the cross-entropy loss. This approach
largely reduces computational costs by avoiding
repetitive processing of the same GUI screenshot,
though it results in the model predicting multiple
boxes during inference. Thus, we introduce two
simple modifications to ensure the model predicts
only a single coordinate: (1) Modifying the atten-
tion mask to prevent attending to previous bound-
ing box coordinates during training. (2) Adjusting



the rotary positional embedding (RoPE) (Su et al.,
2024) by assigning the positional embeddings of
the first bounding box (i.e., ground-truth bound-
ing box) to those of the pseudo bounding boxes.
By applying these modifications in the decoding
steps, we achieve the effect of training the model
on (M+1) distinct labels in a cost-efficient manner.
Formulation Given randomly generated M
pseudo bounding boxes, denoted as b(1), ...,b(M),
and a ground-truth bounding box b(0) =
(xmin, ymin, xmax, ymax), the label would be y =
{yother,b

(0),b(1), ...,b(M)} where yother repre-
sents other non-coordinate parts of the label (such
as “click") and consist of N tokens. For simplic-
ity, if we assume b(i) as a single token (though it
consists of multiple tokens in real), our IoU-aware
weighted cross-entropy LCE

IoU can be formulated as:

LCE
IoU = −

M∑
i=1

w
(i)
IoUb

(i) log b̂(i) −
N∑
j=1

y
(j)
other log ŷ

(j)
other,

w
(i)
IoU = 1 +

1

2
log(GIoU(b(i),b(0))),

(1)
where GIoU(b(i),b(0)) represents the generalized
IoU between pseudo bounding box b(i) and ground-
truth bounding box b(0). We use a log-scale of IoU
to penalize low IoU pseudo boxes more while as-
signing weights close to 1 for high IoU pseudo
boxes similar to the ground-truth. Here the pseudo
bounding boxes are randomly generated to ensure a
generalized IoU above a threshold, acquiring mod-
erately deviated boxes from ground-truth boxes.

4 Experiments

We conduct experiments on two different task set-
tings: GUI grounding task and GUI agent task.
Whereas the GUI grounding task focuses on evalu-
ating the model’s performance on localizing GUI el-
ements, the GUI agent task focuses on the model’s
ability to navigate real-world GUI environments.
We then verify our approach can indeed improve
the IoU of predictions and grounding accuracy on
small GUI elements. Furthermore, we show the
benefit of two-stage zoom-in technique across mul-
tiple datasets in a training-free regime, demonstrat-
ing the plug-and-play nature of the proposed ap-
proach. Finally, we present detailed ablation studies
to show how the proposed components drive the
improvement in the grounding task.
4.1 Experiment Setup
Pretraining data We pretrain our model
on the GUI grounding pretraining data from

Table 1: Grounding results for GUI elements (text and
icon) on the ScreenSpot benchmark. Grounding accu-
racy (click accuracy) is reported our method, along with
both general-purpose large vision language models (up-
per) and vision-specialized agent models (lower).

Method Model
Params

Mobile Desktop Web AverageText Icon Text Icon Text Icon
GPT-4V 22.6 24.5 20.2 11.8 9.2 8.8 16.2
Fuyu 8B 41.0 1.3 33.0 3.6 33.9 4.4 19.5
CogAgent 18B 67.0 24.0 74.2 20.0 70.4 28.6 47.4
SeeClick 9.6B 78.0 52.0 72.2 30.0 55.7 32.5 53.4
R-VLM 9.6B 85.0 61.1 81.4 52.8 66.5 51.4 66.3 (+12.9)

Table 2: GUI grounding results on the GroundUI-1K
dataset from the AgentStudio benchmark, combining
MoTiF and OmniAct with screenshots sourced from
other agent tasks. Grounding accuracy is reported for
our approach and other vision language models.

Method GroundUI-1K (AgentStudio)
Average

Web Desktop Mobile
CogVLM2-19B 2.5 2.7 5.3 3.4
GPT-4o 7.5 8.3 26.3 13.4
Claude-3.5-Sonnet 13.0 14.0 26.3 17.3
CogAgent 25.3 15.7 35.7 25.5
Gemini-1.5-pro 31.2 24.3 51.3 35.2
SeeClick 64.3 44.3 73.7 61.1
R-VLM 76.5 65.3 79.7 74.1 (+13.0)

SeeClick (Cheng et al., 2024), which comprises a
collection of pretraining tasks designed for GUI
grounding and understanding, such as predicting
bounding box coordinates from user instructions,
interpreting instructions from point coordinates,
and GUI summarization. The dataset includes
three distinct GUI domains - web, mobile, and
desktop applications - and incorporates general
vision-language paired instruction data from
LLaVA-150k (Liu et al., 2024) to preserve the
model’s reasoning and comprehension abilities
across both visual and text inputs. This combined
dataset results in a total of 1M samples with
task-specific prompts.

Model architecture We apply R-VLM to the
state-of-the-art approach SeeClick (Cheng et al.,
2024). Specifically, we use Qwen-VL 9.6B (Bai
et al., 2023) as our backbone architecture. For train-
ing Qwen-VL, we use LoRA (Hu et al., 2022) and
unfreeze the vision encoder path, facilitating the
model to adapt toward GUI environments. Our pre-
training is conducted on 8 NVIDIA A100 GPUs,
and finetuning on agent tasks uses two A100 GPUs.

4.2 GUI Grounding Task
Evaluation details First, we evaluate our pre-
trained R-VLM on GUI grounding tasks using two
benchmarks - ScreenSpot (Cheng et al., 2024) and
GroundUI-1K (Zheng et al., 2024c), which consists



Table 3: Action matching score and click accuracy (grounding accuracy for click actions) of the proposed R-VLM
compared to baselines on the AITW mobile automation tasks benchmark.

Method Android In The Wild (AITW)
Average Click Acc.

General Install GoogleApps Single WebShopping
ChatGPT-CoT 5.9 4.4 10.5 9.4 8.4 7.7 -
PaLM2-CoT - - - - - 39.6 -
GPT-4V 41.7 42.6 49.8 72.8 45.7 50.5 -
Qwen-VL 49.5 59.9 46.9 64.7 50.7 54.3 57.4
SeeClick 54.0 66.4 54.9 63.5 57.6 59.3 66.4
R-VLM 59.9 70.6 59.6 72.5 61.7 64.9 (+5.6) 71.0 (+4.6)

of direct grounding instructions (e.g.“Click to add
title") paired with GUI screenshots and correspond-
ing bounding box coordinates. For GroundUI-1K,
screenshots are sourced from the various existing
grounding benchmarks (Kapoor et al., 2024; Deng
et al., 2024; Burns et al., 2022) across web, desktop
applications, and mobile platforms, as well as from
agent task datasets. Likewise, ScreenSpot samples
include mobile, desktop (OS and applications), and
web platforms. This dataset comprises over 1,200
instructions of real-world user interfaces, each asso-
ciated with executable GUI icons and text buttons.

Results In Table 1, we report the grounding ac-
curacy of R-VLM and baselines, including general-
purpose VLM GPT-4V (Achiam et al., 2023), and
GUI-specific visual agent models (Bavishi et al.,
2023; Hong et al., 2024; Cheng et al., 2024) on
the ScreenSpot benchmark. Our framework signif-
icantly enhances grounding accuracy by an aver-
age of 12.9% over the baseline, despite identical
pretraining data and model architecture, with the
only difference being the inclusion of zoomed-in
data. Especially, we observe that accuracy improve-
ments for icon grounding in desktop and web envi-
ronments are particularly significant, where small
icons tend to be cluttered. These results suggest that
our two-stage zoom-in grounding and IoU-aware
loss effectively enable precise coordinate localiza-
tion, even for tightly spaced GUI elements. We also
evaluate our approach on the GroundUI-1K bench-
mark, which has a broader data distribution, in com-
parison to the recent large vision language models.
As shown in Table 2, our approach achieves the
highest grounding accuracy across all GUI plat-
forms, with an improvement of 13%.

4.3 GUI Navigation Tasks
Evaluation details We conduct experiments on
downstream navigation tasks to show that improved
accuracy in GUI grounding can boost the suc-
cess rate of navigation tasks. Unlike direct GUI
grounding, GUI navigation requires the model to

Figure 5: Qualitative examples of GUI grounding. Pre-
dictions from our R-VLM are shown in green, while the
baseline predictions are shown in red.

predict the next action and coordinates based on
high-level instructions and a sequence of history
actions. For navigation tasks, we ensure that the
zoomed-in region includes all areas of history ac-
tions, and also update the coordinates of history
actions in the prompt according to the zoomed-in
region during second-stage grounding. We fine-
tune our pretrained model for each task: Android
In The Wild (AITW) (Rawles et al., 2024) and
Mind2Web (Deng et al., 2024). The AITW is a mo-
bile automation dataset containing 30k task instruc-
tions and corresponding sequential human actions.
We follow the dataset split of Cheng et al. (2024) to
evaluate models on unseen instructions and avoid
overfitting as the split in previous studies includes
test set instructions during training. Mind2Web is a
web navigation dataset with 2k human action trajec-
tories navigating real-world websites. We use GUI
screenshots as input and acquire target bounding
boxes from the raw data of Mind2Web, consistent
with previous visual agent studies.

Results For AITW dataset, screen-wise action
matching scores and averaged click accuracy are
reported across 5 different mobile environments
(Table 3). We compare our method with recent
vision language models and also with API-based



Table 4: Web navigation results on the Mind2Web benchmark without HTML documents (vision-only). Element
grounding accuracy (Ele. Acc.), operation F1 score (Op. F1), and step success rate (Step SR) are reported for our
method and baseline models.

Mind2Web (vision-only)
Method Cross-Task Cross-Website Cross-Domain

Ele. Acc. Op. F1 Step SR Ele. Acc. Op. F1 Step SR Ele. Acc. Op. F1 Step SR

Qwen-VL 15.9 86.7 13.3 13.2 83.5 9.2 14.1 84.3 12.0
SeeClick 28.3 87.0 25.5 21.4 80.6 16.4 23.2 84.8 20.8
R-VLM 31.6 88.0 28.7 (+3.2) 29.5 84.9 26.1 (+9.7) 26.7 85.3 24.3 (+3.5)

large language models. As shown in Table 3, R-
VLM achieves the highest grounding accuracy,
with an average improvement of 5.6%, resulting
in consistently high action matching scores. For
the Mind2Web dataset (Table 4), we benchmark
our framework against other visual agent baselines
using visual inputs and report element grounding
accuracy, operation F1 score, and step success rate.
R-VLM improves accuracy by an average of 4.9%
over the baseline, leading to a higher step success
rate. These results imply that visual agents armed
with our strategy can achieve high success rate in
automating human action trajectories.

4.4 Further Analysis

We probe that R-VLM effectively addresses the
challenges in GUI grounding as discussed in Sec-
tion 3.1. Here, we compare our approach to the
SeeClick baseline on the same GUI grounding
dataset GroundUI-1K. We focus on two aspects:
1) IoU-value trends in grounding predictions and 2)
the impact of GUI element size. In Figure 5 and Ap-
pendix C, we also present qualitative examples of
GUI grounding for the baseline (Cheng et al., 2024)
and R-VLM, demonstrating that R-VLM achieves
precise localization.

IoU distribution in GUI grounding Figure 6
presents the IoU value distribution of GUI ground-
ing predictions across web and desktop environ-
ments. R-VLM demonstrates a notable shift toward
higher IoU values, reflecting more precise localiza-
tion of GUI elements. This finding suggests that
the proposed IoU-aware weighted loss effectively
guides the model toward high-IoU predictions, re-
ducing overfitting to specific numerical tokens.

Object sizes We investigate how grounding ac-
curacy varies with GUI element size after applying
our method (Figure 3). While the baseline struggles
with localizing smaller elements, R-VLM markedly
boosts grounding accuracy for these cases. By lever-
aging fine-grained coordinate regression from the
zoomed-in region proposal, R-VLM achieves pre-

Figure 6: Comparison of IoU histograms for GUI el-
ements grounding predictions between our R-VLM
and the baseline on the GroundUI-1K benchmark from
AgentStudio. Our approach exhibits a higher frequency
of high IoU-value prediction patterns.

cise localization, even for small instances, facilitat-
ing action execution against these elements.

4.5 Training-Free Zoom-In Grounding

We proceed by validating that our two-stage zoom-
in grounding in inference can be seamlessly inte-
grated into pretrained VLMs in a training-free man-
ner (i.e., without instruction tuning on zoomed-in
data or training with IoU-aware loss). To show the
versatility of this method, we conduct experiments
in settings different from our main experiments.
We choose UGround (Gou et al., 2025), which
is built on a different VLM architecture LLaVA-
NeXT (Liu et al., 2024), as our baseline model.
UGround has been pretrained on 10 millions of
high-resolution GUI using over 100 H100 GPUs
and is much stronger than SeeClick (Cheng et al.,
2024). We test our training-free zoom-grounding
in two tasks: GUI grounding setting on ScreenSpot,
and the agent task guided by a large language
model planner on Multimodal-Mind2Web (Zheng
et al., 2024b). In this setting, GUI agents operate
in coordination with a planning model, prompting
the model to perform grounding based on queries
generated by the planner.

As presented in Table 5 (left), incorporating our
zoom-in grounding approach post hoc significantly
improves GUI localization accuracy for UGround.
In particular, even for a large-scale GUI pretrained
model, our approach enhances icon/widget local-
ization accuracy by an average of 3.5%. For the



Table 5: Results on two benchmarks comparing baselines and our two-stage zoom-in grounding, applied at inference
in a training-free setting. Left: grounding accuracy for GUI elements (text and icon) on the ScreenSpot benchmark.
Right: element accuracy on the Multimodal-Mind2Web benchmark with planner-generated grounding queries.

Method Training
Dataset

ScreenSpot Multimodal-Mind2Web
Mobile Desktop Web Avg. Cross-Task Cross-Website Cross-Domain

Text Icon Text Icon Text Icon
UGround 10M 82.8 60.3 82.5 63.6 80.4 70.4 73.3 47.7 46.0 46.3
R-VLMUGround 10M 79.9 65.1 85.1 66.4 80.9 73.3 75.1 51.4 (+3.7) 49.2 (+3.2) 48.9 (+2.6)

web agent task (Table 5 (right)), where ground-
ing is guided by planner-generated queries, our
method consistently exhibits superior element ac-
curacy over all settings, with an average increase of
3.2%. These results indicate that our approach pro-
vides robust, training-free improvements in ground-
ing accuracy for large-scale agents.

4.6 Ablation Study
Step-wise evaluation In Table 7, we present a
stepwise evaluation to assess the contribution of
each module in R-VLM: (1) employing two-stage
zoom-in grounding at inference, (2) incorporating
instruction tuning with zoomed-in data, and (3)
combining IoU-aware loss with zoom-in grounding.
The results clearly demonstrate that each compo-
nent contributes to more precise GUI localization.
Interestingly, IoU-aware loss and zoom-in ground-
ing exhibit complementary synergy, as IoU-aware
loss drives the model to predict more accurate re-
gion proposal in the first stage.

The number of zoom-in steps To examine
whether additional zoom-in stages can further im-
prove grounding accuracy, we conduct experiments
by varying the number of zooming stages from 2
to 4, while also measuring the corresponding in-
ference latency. These experiments are performed
on the ScreenSpot benchmark using Qwen-VL-
9.6B (Bai et al., 2023) trained with our method.
Notably, only the number of zoom-in stages at infer-
ence time is adjusted, and the inference latency is
measured using a single RTX 3090 GPU. As shown
in Table 6, increasing the number of zoom-in stages
from 2 to 4 improves the grounding accuracy by
1.1%, at the cost of 2x inference latency. These re-
sults indicate that the two-stage zoom-in approach
provides the best trade-off between grounding ac-
curacy and inference latency, while increasing the
number of zoom-in stages may be a viable option
for performance-sensitive applications.

5 Conclusion

We propose R-VLM, a novel region-aware vision
language model designed for precise GUI ground-

Table 6: Effect of increasing zoom-in steps from 2 to
4 on GUI grounding accuracy and inference latency
(measured in seconds per sample) on the ScreenSpot
benchmark.

Method Zoom-in
Steps

Mobile Desktop Web Inference
LatencyText Icon Text Icon Text Icon

SeeClick - 78.0 52.0 72.2 30.0 55.7 32.5 1.4 s/sample
×2 85.0 61.1 81.4 52.8 66.5 51.4 2.7 s/sample

R-VLM ×3 84.6 64.6 80.4 51.4 66.1 53.4 4.1 s/sample
×4 86.4 62.9 80.9 54.2 68.7 51.5 5.6 s/sample

Table 7: Ablation study of R-VLM on three different
modules in ScreenSpot benchmark.

IoU-aware
Weighted CE

Zoom-in
Inst. tuning

Zoom-in
Inference

Mobile Desktop Web
Average

Text Icon Text Icon Text Icon
78.0 52.0 72.2 30.0 55.7 32.5 53.4

✓ 79.1 60.3 77.8 47.1 63.9 42.2 61.7 (+8.3)
✓ ✓ 82.1 61.6 74.7 51.6 65.1 48.2 63.9 (+10.5)

✓ ✓ ✓ 85.0 61.1 81.4 52.8 66.5 51.4 66.4 (+12.9)

ing. R-VLM incorporates a region proposal mech-
anism and an IoU-aware objective function, in-
spired by conventional object detection approaches.
Specifically, R-VLM uses initial predictions as re-
gion proposals to derive more fine-grained predic-
tions from zoomed-in proposals. The IoU-aware
objective function provides a learning signal that
guides predictions toward high IoU values relative
to ground truth locations in a cost-efficient man-
ner. Elaborate experiments show that our approach
significantly improves grounding accuracy across
diverse GUI environments, accurately localizing
even small GUI elements.

Limitations

Although our approach shows promising accuracy
on GUI grounding and GUI navigation tasks, the
accuracy of our approach is upper-bounded by the
recall of the first-stage prediction - if the first-stage
prediction largely deviates from the target element,
causing the zoom-in region does not contain the
target element, our approach will not be able to re-
cover from the error. We provide an analysis of how
this issue affects the failure cases of our approach in
Appendix A.5. In the future, we will explore gener-
ating multiple bounding boxes as region proposals
to improve the recall of the first-stage prediction to
further improve the accuracy of GUI grounding.
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Table 8: Comparison of action matching score and click
accuracy on the Android In The Wild dataset between
the proposed R-VLM applied to point prediction and
bounding box prediction.

Method Android In The Wild (AITW)
Avg. Click Acc.

General Install GoogleApps Single WebShopping

SeeClick 54.0 66.4 54.9 63.5 57.6 59.3 66.4
R-VLM (Point Pred.) 61.4 66.8 57.3 72.1 66.6 64.8 70.5 (+4.1)
R-VLM (Box Pred.) 59.9 70.6 59.6 72.5 61.7 64.9 71.0 (+4.6)

In the Appendix, we provide additional exper-
imental results to provide an in-depth analysis of
our proposed approach in Section A. Section B
describes the implementation details of R-VLM.
Lastly, we provide GUI grounding examples of
R-VLM in Section C.

A Additional Experimental Results

We first demonstrate that our method can be seam-
lessly extended to point coordinate predictions.
Next, we investigate the effect of varying the num-
ber of pseudo bounding boxes, analyze the com-
putation cost of our IoU-aware weighted cross-
entropy loss, and examine how the zoom-in scale
impacts grounding accuracy. We also conduct an
ablation study on the GroundUI-1K dataset.

A.1 Extension to Point Coordinate Prediction

Our two key components can be applied for point
coordinate prediction tasks in grounding GUI ele-
ments. For the two-stage zoom-in grounding, after
obtaining the initial “point coordinate” prediction,
we define a region proposal as a rectangular area
centered on the initial point prediction, maintaining
the aspect ratio of the original image. This region
is then zoomed in to allow the model to refine the
initially predicted point coordinates at the second
stage grounding. For the IoU-aware weighted cross-
entropy loss, the metric can be modified from IoU
to Euclidean distance for point prediction tasks
while preserving the core concepts. After randomly
generating pseudo points slightly deviated from
the ground-truth point, the weights of these pseudo
“point" labels are determined based on their Eu-
clidean distance from ground-truths.

To verify our approach on the point coordi-
nate prediction task, we conduct two experiments:
(1) On the Android In The Wild (AITW) bench-
mark (Rawles et al., 2024), we measure ground-
ing accuracy and action-matching score using
the model pretrained with the Euclidean distance-
aware weighted cross-entropy loss. Inference is

Table 9: Grounding accuracy for GUI elements on the
ScreenSpot benchmark, comparing bounding box pre-
diction and point prediction with the two-stage zoom-in
grounding applied at inference only (training-free set-
ting).

Method
(Training-free)

Mobile Desktop Web Avg.Text Icon Text Icon Text Icon
SeeClick 78.0 52.0 72.2 30.0 55.7 32.5 53.4
R-VLM (Point Pred.) 79.9 54.2 73.7 52.1 61.7 49.0 61.8
R-VLM (Box Pred.) 79.1 60.3 77.8 47.1 63.9 42.2 61.7

Figure 7: Results of the ablation study on IoU-aware
weighted cross-entropy on the ScreenSpot. (a) Ground-
ing accuracies when varying the number of pseudo
bounding boxes used in the IoU-aware loss. (b) Compu-
tation cost comparison between our cost-efficient IoU-
aware loss and the standard IoU-aware weighted loss
that treats pseudo bounding boxes as independent in-
structions.

conducted using region proposals centered on
the initial point coordinate predictions. (2) we
measure grounding accuracy on the ScreenSpot
dataset (Cheng et al., 2024) using two-stage zoom-
in grounding at inference only (training-free). For
both experiments, the width and height of region
proposals are set to 0.3x of the original image reso-
lution.

As confirmed in Table 8 and 9, our approach,
when adapted to point predictions, achieves ground-
ing accuracies comparable to - and in some cases
exceeding - those of bounding box predictions.

A.2 Ablation Study on IoU-aware Weighted
CE

In this section, we delve deeper into the analysis
of our proposed IoU-aware weighted cross-entropy
loss from two perspectives. First, we investigate
whether increasing the number of pseudo bounding
boxes leads to further improvements in ground-
ing accuracy. Second, as discussed in Section 3.3,
we introduce two practical techniques to reduce
the computational cost of using IoU-aware loss
with pseudo bounding box labels. To evaluate the
effectiveness of these strategies, we compare our
approach to a counterpart that adjusts loss weights



Table 10: Web navigation results of R-VLM at three
different zoom-in levels - High, Mid, and Low- for two-
stage zoom-in grounding on the Mind2Web (vision-
only). Element grounding accuracy (Ele. Acc.) and step
success rate (Step SR) are reported.

Mind2Web (vision-only)
Method Cross-Task Cross-Website Cross-Domain

Ele. Acc. Step SR Ele. Acc. Step SR Ele. Acc. Step SR

Qwen-VL 15.9 13.3 13.2 9.2 14.1 12.0
SeeClick 28.3 25.5 21.4 16.4 23.2 20.8
R-VLM (High-zoom) 31.2 28.1 (+2.6) 27.2 24.5 (+8.1) 27.2 24.5 (+3.7)
R-VLM (Mid-zoom) 31.6 28.7 (+3.2) 29.5 26.1 (+9.7) 26.7 24.3 (+3.5)
R-VLM (Low-zoom) 30.8 27.9 (+2.4) 27.3 22.7 (+6.3) 25.6 22.3 (+1.5)

based on the IoU of pseudo bounding boxes but
treats them as independent instructions, without
applying our cost-saving techniques.

Effect of pseudo bounding box count We eval-
uate the model on the ScreenSpot benchmark by
varying the number of pseudo bounding boxes used
during pretraining with the IoU-aware loss. As
shown in Figure 7 (a), the results indicate that in-
creasing the number of pseudo bounding box la-
bels from 2 to 8 consistently enhances grounding
accuracy across diverse GUI environments. This
suggests that the model benefits from learning with
pseudo bounding boxes with a broader range of
IoU values and corresponding loss weights.

Training cost comparison To assess the practi-
cality of our cost-efficient IoU-aware loss, we com-
pare its training cost to a baseline implementation
that treats each pseudo bounding box as an indepen-
dent instruction. Figure 7 (b) reports the average
training time for 200 instructions, conducted un-
der identical conditions using an NVIDIA A6000
GPU. Remarkably, our approach reduces training
time by 73% and 86% for 4 and 8 pseudo bounding
boxes, respectively, while maintaining consistent
computational efficiency over different numbers of
pseudo labels. These results show that our method
provides IoU-guided learning signals effectively
without introducing computational overhead, mak-
ing it a practical choice for large-scale training.

A.3 Impact of Zoom-in Scale Factor
To explore the impact and sensitivity of zoom-in
scale on two-stage zoom-in grounding, we conduct
experiments by varying the zoom-in scale across
three different levels - High, Mid, and Low. For
same GUI target element, we set region proposals
by scaling the width and height of initial predic-
tion by factors of 3x (High-zoom), 5x (Mid-zoom),
and 7x. These region proposals are then cropped

Table 11: Ablation study of R-VLM on three different
modules in GroundUI-1K benchmark.

IoU-aware
Weighted CE

Zoom-in
Inst. tuning

Zoom-in
Inference

GroundUI-1K (AgentStudio)
Mobile Desktop Web Avg.

64.3 44.3 73.7 61.1
✓ 74.3 62.7 76.0 71.2 (+10.1)

✓ ✓ 74.5 63.3 76.0 71.6 (+10.5)
✓ ✓ ✓ 76.5 65.3 79.7 74.1 (+13.0)

and zoomed-in to the original image resolution for
second-stage grounding. As presented in Table 10,
our method consistently improves element ground-
ing accuracy, leading to increases in step success
rates across all zoom-in scales. Overall, High-zoom
and Mid-zoom exhibit superior localization accu-
racy compared to the Low-zoom.

A.4 Ablation Study on GroundUI-1K

In addition to the stepwise evaluation of key mod-
ules of R-VLM in the main paper, we present abla-
tion study results on an additional GUI ground-
ing dataset, GroundUI-1k dataset (Zheng et al.,
2024c) (Table 11). These results further demon-
strate the contribution of each module toward pre-
cise GUI grounding, highlighting the complemen-
tary synergy between zoom-in grounding and the
IoU-aware weighted cross-entropy loss.

A.5 Impact of Initial Region Proposals on
Grounding Failures

The accuracy of the R-VLM method is limited by
the recall rate of the first-stage prediction as men-
tioned in the Limitations section. Specifically, if
the first-stage prediction deviates too far from the
target element, resulting in the zoomed-in region
not containing the target element, R-VLM will not
be able to recover from this error. To better under-
stand how this issue affects the failure cases of our
approach, we conduct an analysis of the grounding
failure cases (i.e., instances where the center point
of the predicted box does not fall within the ground-
truth region, leading to action failure). Specifically,
we examine the probability that the ground-truth
region is included in the initial region proposal
among failure cases on the ScreenSpot benchmark,
using Qwen-VL-9.6B (Bai et al., 2023) trained with
our method.

As shown in Table 12, more than half of the cur-
rent failure cases include the ground-truth region in
the initial region proposal, implying that while the
model often captures a nearby area, it fails to lo-
calize precisely. These results suggest that R-VLM



Role Content
SYSTEM You are a helpful assistant.
USER

(one is  
randomly 
selected)

Given the zoomed-in view centered on the initial bbox prediction in the 
screenshot, predict a new, more detailed bbox for [INSTRUCTION].

With the zoomed-in area highlighting the predicted bbox, generate a new 
and more detailed prediction for the UI screenshot for [INSTRUCTION].

Examine the zoomed-in image focused on the initial guess, and predict a 
new, finer bbox for [INSTRUCTION].

Consider the zoomed-in view around the initial bbox prediction in the 
UI screenshot, and predict a new bbox for [INSTRUCTION].

Assess the zoomed-in area around the initial bbox guess in the 
screenshot, and predict a new, more precise bbox for [INSTRUCTION].

Using the zoomed-in view centered on the predicted bbox, predict a new, 
fine-grained bbox for the screenshot for [INSTRUCTION].

Figure 8: Examples of a set of prompts for instruction tuning on zoomed-in data.

Table 12: Probability that the ground-truth region of the
grounding failure cases is included in the initial region
proposal.

Element Type ScreenSpot
Mobile Desktop Web Avg.

Text 81.0 80.6 65.2 75.6
Icon/Widget 59.6 61.7 62.7 61.3

has the room to rectify a substantial proportion of
failure cases - more than half at most. However,
our approach is still upper-bounded by the recall
rate of the first-stage prediction. In future work, we
will explore how to improve the recall rate of the
first-stage prediction.

B Detailed Experiment Setup

B.1 Implementation Details

For implementing our approach for experiments,
we adopt a zoom-in scaling factor k from {5, 7},
and the number of pseudo bounding boxes for IoU-
aware loss is set to 4. The pseudo bounding boxes
are generated using Generalized Intersection-over-
Union (GIoU) (Rezatofighi et al., 2019) values
greater than 0.3. For GUI agent tasks, which in-
corporate the coordinates of previous actions in
prompts during multi-step instructions, we update
the coordinates of previous actions relative to the
zoomed-in region proposals, ensuring that the re-
gion proposals encompass the entire area of the pre-
vious actions. For instruction tuning on zoomed-in
data, we use a set of prompts tailored to zoomed-in
data, with examples provided in Figure 8.

B.2 Training Settings
We pretrain Qwen-VL (Bai et al., 2023) on
GUI grounding data from (Cheng et al., 2024).
LoRA (Hu et al., 2022) is adopted to update the
model while the Vision Transformer (ViT) encoder
path is unfrozen to adapt its parameters to GUI
screenshots. The model is trained on 8 NVIDIA
A100 GPUs with a batch size of 64, a weight de-
cay of 0.1, and for 3 epochs. The AdamW opti-
mizer (Loshchilov, 2017) is used with a learning
rate of 3e-5 and β2 set to 0.95. In addition to the
existing GUI pretraining data, we include 600K
zoomed-in data samples centered on randomly gen-
erated bounding boxes, which have a GIoU greater
than -0.2 with ground-truth bounding boxes. For
finetuning on GUI agent tasks, we maintain the
same training settings as in the pretraining process,
except for training the model for 10 epochs, follow-
ing the setup in SeeClick (Cheng et al., 2024).

C Qualitative Case Study: R-VLM
We conduct a case study comparing R-VLM to the
SeeClick (Cheng et al., 2024) baseline (using the
identical model and pretraining data). Figure 9 and
Figure 10 illustrate examples of grounding predic-
tions made by R-VLM, contrasted with the base-
line, which fails to execute the actions. Predictions
by R-VLM are shown in green, while those by the
baseline are depicted in red. R-VLM achieves pre-
cise grounding on the GUI element by excluding
unrelated regions and accurately identifying the
target layout, whereas the baseline often captures
nearby but incorrect regions.



Figure 9: Qualitative examples of GUI grounding. Predictions from our R-VLM are shown in green, while the
baseline predictions are shown in red. Due to the two-stage zoom-in strategy and IoU aware training R-VLM can
accurately ground challenging GUI elements.



Figure 10: Qualitative examples of GUI grounding. Predictions from our R-VLM are shown in green, while the
baseline predictions are shown in red. Due to the two-stage zoom-in strategy and IoU aware training R-VLM can
accurately ground challenging GUI elements.



D PyTorch Pseudocode

def zoom_in_region_proposal(image: Tensor, bbox: List[float])
-> Tuple[Tensor, Tuple[int, int, int, int]]:

"""
Args:

image: Tensor of shape (3, H, W)
bbox: Predicted box in [xmin, ymin, xmax, ymax] format

Returns:
zoomed_image: Zoom-in region centered on the initial

predicted bounding box
crop_coords: Crop coordinates in original image space,

used to map prediction back from the zoomed view
"""
_, H, W = image.shape

# Convert predicted bbox to absolute coordinates
xmin, ymin = bbox[0] * W, bbox[1] * H
xmax, ymax = bbox[2] * W, bbox[3] * H

# Compute center and size of the predicted box
xc = (xmin + xmax) / 2
yc = (ymin + ymax) / 2
bw, bh = xmax - xmin, ymax - ymin

# Expand region proposal (e.g., 5x enlarged around the
predicted bbox)

cw, ch = 5 * bw, 5 * bh

# Clamp the zoom-in crop region to image bounds
xmin_c = max(int(xc - cw / 2), 0)
ymin_c = max(int(yc - ch / 2), 0)
xmax_c = min(int(xc + cw / 2), W)
ymax_c = min(int(yc + ch / 2), H)

# Crop the region
cropped = image[:, ymin_c:ymax_c, xmin_c:xmax_c]

# Resize cropped region back to original resolution
zoomed_image = F.resize(cropped, size=[H, W])

return zoomed_image, (xmin_c, ymin_c, xmax_c, ymax_c)

Code 1: Determining region proposal via zoom-in on
initial prediction.

def generate_giou_bboxes(gt_box: Tensor, n_outputs: int,
num_candidates: int = 100, threshold: float = 0.3):

"""
Perturbs a ground-truth box to generate pseudo boxes for

IoU-weighted CE loss.

Args:
gt_box: (4,) in [xmin, ymin, xmax, ymax], normalized
n_outputs: number of outputs; threshold: minimum GIoU

Returns:
valid_boxes (n_outputs, 4); valid_gious (n_outputs,)

"""

shifts = torch.rand(num_candidates, 4) * 4 - 2.0
scales = torch.rand(num_candidates, 2) * 0.4 + 0.8

w, h = gt_box[2] - gt_box[0], gt_box[3] - gt_box[1]
boxes = gt_box.unsqueeze(0).repeat(num_candidates, 1)
boxes[:, [0, 2]] += shifts[:, [0, 2]] * w
boxes[:, [1, 3]] += shifts[:, [1, 3]] * h

cx = (boxes[:, 0] + boxes[:, 2]) / 2; cy = (boxes[:, 1] +
boxes[:, 3]) / 2

nw = w * scales[:, 0]; nh = h * scales[:, 1]
boxes[:, 0] = cx - nw / 2; boxes[:, 2] = cx + nw / 2
boxes[:, 1] = cy - nh / 2; boxes[:, 3] = cy + nh / 2

boxes = torch.clamp(boxes, 0, 1)
boxes = torch.round(boxes * 100) / 100

gious = generalized_iou(gt_box.unsqueeze(0), boxes)
mask = gious >= threshold
return boxes[mask][:n_outputs], gious[mask][:n_outputs]

Code 2: Generating pseudo bounding boxes for IoU-
aware weighted cross-entropy loss.

We provide PyTorch pseudocode snippets for two
key functions: zoom-in procedure based on initial
predicted box to obtain a region proposal (Code 1),
and pseudo bounding box generation used in IoU-
aware weighted cross-entropy loss (Code 2).

E Related Work Beyond Our Task

Recent studies in visual question answering also
explore region-focused strategies such as cropping
and zoom-in mechanisms (Wu and Xie, 2024; Shen
et al., 2024). While these approaches share high-
level similarities with ours, they differ in both ob-
jectives and methodology, and our work introduces
a distinct framework tailored to GUI grounding.

Wu and Xie (2024) identifies visual instances
in complex scenes by leveraging a large language
model (LLM) to iteratively guide a search process
based on common-sense reasoning (e.g., A is likely
to be near B). This method relies on iterative crop-
ping, external LLM inference, and finetuning. In
contrast, our goal is to enhance the grounding ca-
pability of vision language models (VLMs) them-
selves, i.e., predicting high-IoU coordinates in nat-
ural language without auxiliary modules or finetun-
ing. This distinction is critical for GUI automation,
where inaccurate grounding directly impacts ac-
tion execution. Rather than using an external LLM,
our two-stage zoom-in grounding is a lightweight,
self-improving strategy that enhances grounding ac-
curacy using the model itself. We further introduce
IoU-aware loss and zoom-in instruction tuning, de-
signed to support high-IoU grounding within this
two-stage framework.

Regarding Shen et al. (2024), although it also
employs zoom-in via tree-based image exploration,
its goal aligns with (Wu and Xie, 2024): identify-
ing instances for visual question answering. The
method recursively splits images into quadrants
and zooms into high-confidence regions. While
effective for general visual search, this design is
less applicable to GUI agent tasks due to several
challenges: 1) GUI images are often long and high-
resolution, making exhaustive tree traversal costly.
2) GUI agents typically require multi-step action se-
quences, where incorrect grounding can compound
over time. 3) The domain shift between general
vision tasks and GUI environments makes model
confidence unreliable for recursive search. In sum-
mary, despite shared high-level intuition, our two-
stage zoom-in grounding is uniquely suited to GUI
agents, offering a practical and scalable solution
for improving grounding accuracy in VLMs.
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