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Abstract

The growing excitement around the ability of
large language models (LLMs) to tackle vari-
ous tasks has been tempered by their propen-
sity for generating unsubstantiated informa-
tion (hallucination) and by their inability to
effectively handle inconsistent inputs. To de-
tect such issues, we propose the novel task
of Query-Conditioned Natural Language Infer-
ence (QC-NLI), where the goal is to determine
the semantic relationship (e.g. entailment
or not entailment) between two documents
conditioned on a query; we demonstrate that
many common tasks regarding inconsistency
detection can be formulated as QC-NLI prob-
lems. We focus on three applications in par-
ticular: fact verification, intrinsic hallucination
detection, and document inconsistency detec-
tion. We convert existing datasets for these
tasks into the QC-NLI format, and manual an-
notation confirms their high quality. Finally,
we employ zero- and few-shot prompting meth-
ods to solve the QC-NLI prediction problem
for each task, showing the critical importance
of conditioning on the query.

1 Introduction

Natural language inference (NLI) has become a
standard method to detect inconsistencies across
pairs of sentences or documents (Bowman et al.,
2015; Williams et al., 2018; Yin et al., 2021; Sadat
and Caragea, 2024). The need to detect inconsisten-
cies has become even more pronounced in the era
of large language models (LLM’s) – much work has
shown that such models produce internally contra-
dictory text, information inconsistent with external
knowledge, or information that contradicts input
evidence, as in a retrieval-augmented generation
(RAG) system (Zhang et al., 2023a,b).
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Figure 1: Natural language inference (NLI). (a)
Sentence-level NLI has a label ℓ indicating the semantic
relationship between a premise sentence sp and hypoth-
esis sentence sh. (b) Document-level NLI conditions ℓ
on a premise document dp and a hypothesis document
dh. (c) Query-conditioned NLI conditions label ℓi on
premise document dp, hypothesis document dh, and a
query qi, which indicates the aspect of the documents
the semantic relationship should be based on.

To detect these types of shortcomings, we pro-
pose the task of query-conditioned NLI and show
how various inconsistency detection tasks can be
solved using it. Query-conditioned NLI aims to de-
termine the relationship between the premise and
hypothesis given a query. The inclusion of the
query distinguishes our task from standard (non-
conditional) NLI tasks, which only consider the
relationship of the entire premise to the entire hy-
pothesis; these paradigms are illustrated in Figure
1. Consider the following example from traditional
NLI:

Premise: Jack is working in the park.
Hypothesis: Jack is sleeping in the park.
Label: Contradiction

A typical NLI dataset would consider these sen-
tences a contradiction because Jack can’t be sleep-
ing if he is working. However, in conjunction
with the query “Where is Jack?”, the label should
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be entailment because both sentences state that
Jack is in the park. Hence, the query defines the
aspect of the input sentences for which the NLI
label should apply. This problem is even more
pronounced when the premise and hypothesis are
longer documents, which often contain both con-
sistent and inconsistent information.

In this paper, we introduce the task of query-
conditional NLI and provide a benchmark dataset
for it. In particular, we show that the tasks of
fact verification, intrinsic hallucination detec-
tion, and inconsistent document detection can be
cast as a QC-NLI problem, and we adapt existing
datasets into our framework (examples may be seen
in Table 1). Finally, we propose several prompt-
based strategies to solve the QC-NLI task, showing
that few-shot prompting is most effective. We also
do an ablation study where the model predicts the
relationship between the documents without the
query; crucially, the drop in performance suggests
that conditioning on the query is necessary to make
the prediction. Finally, we note that no method ex-
ceeds 83% on any dataset, leaving room for future
work to improve on the benchmark.

2 Related Work

Traditional natural language inference Our
work builds on the task of natural language infer-
ence (Condoravdi et al., 2003), which is tradition-
ally done at the sentence-level: the premise and hy-
pothesis are each single sentences, and the task is to
determine whether the premise entails, contradicts,
or is neutral to the hypothesis. Typical datasets
for this task are the Recognizing Textual Entail-
ment challenge tasks (Condoravdi et al., 2003) and
the Stanford Natural Language Inference dataset
(Bowman et al., 2015). Our work differs from
these works in two major ways: first, rather than
individual sentences, we focus on paragraphs or
entire documents. Second, our proposed task is
query-conditional NLI: we are not concerned with
the relationship of the entire premise to the entire
hypothesis, but rather a particular aspect of them,
determined by the query.

Document-level natural language inference
Recent work has extended the sentence-based NLI
task to documents. The first to do this is DocNLI
(Yin et al., 2021), which adapted several existing
datasets such that the premise and hypothesis can
each consist of several sentences. However, the
task still requires the entire premise to entail or not

entail the entire hypothesis; therefore, any small
contradiction can lead to a not_entailment la-
bel despite most of the text being entailed. Other
document-level NLI tasks and methods have re-
cently been proposed, such as ContractNLI (Ko-
reeda and Manning, 2021) (and its correspond-
ing method SpanNLI) and the method DocInfer
(Mathur et al., 2022). These works attempt to iden-
tify evidence within a document (the premise) that
entails or contradicts a hypothesis: in that sense,
the hypothesis itself can be seen as defining the as-
pects of the premise that are relevant. These works
differ from our QC-NLI formulation because (1)
they treat the entire hypothesis as a single aspect,
whereas we allow the query to identify which as-
pect of the hypothesis document is relevant; and (2)
the primary goal of these works is source attribu-
tion within the longer document. While the latter
is a potential future direction for QC-NLI, our task
is mostly focused on the query-conditional aspect
NLI.

Conditional natural language inference Rela-
tively little work has looked at natural language
inference conditioned on certain aspects of the
premise or hypothesis. Goyal and Durrett (2020)
investigate fine-grained NLI by predicting entail-
ment decisions on dependency arcs within a sen-
tence. Honovich et al. (2021) predicts NLI labels
for sentence spans based on ground-truth knowl-
edge, using a mixture of question-answering and
NLI. CondNLI (Kim et al., 2023) also makes pre-
dictions at the sub-sentence level: this paper intro-
duces the BioClaim dataset, which has token-level
annotations indicating tokens of the premise and
hypothesis that are contradictory aspects and to-
kens that represent their conditions. The task is to
determine whether a span from the hypothesis is
contradictory or neutral to the premise. However,
the spans seem to be arbitrary sequences from the
hypothesis and the identification of “conditions” is
not clear. Our work improves upon this idea in a
few ways: (1) the query indicates at a high level
the aspects of the premise and hypothesis that are
relevant, even if they do not exist as a single span;
(2) the user indicates the “condition" via the spec-
ification of the query, rather than having a model
identify individual tokens as the condition.

Inconsistency detection and fact verification
The recent explosion of interest in large language
models (LLM’s) has led to several works on hal-
lucination detection and other forms of inconsis-



tency detection; a survey on hallucination detection
is available by Zhang et al. (2023b). AlignScore
(Zha et al., 2023), for example, develops a function
to evaluate factual consistency between two texts,
which is similar to our goal. Several other methods
have been proposed recently, such as FactScore
(Min et al., 2023), which proposes a method that
breaks LLM outputs into atomic facts that can be
externally verified – this is similar to conditional
NLI because the individual facts can be seen as an-
swers to an invisible query; our work builds on this
by making the query a central part of the formula-
tion. Steen et al. (2023) aim to improve robustness
of NLI models in the dialgogue faithfulness setting
by performing data augmentation and Monte Carlo
dropout. Finally, Mündler et al. (2024) prompts an
LLM to see if another LLM’s output contradicts
itself. These methods are highly relevant to our
work, as many could be used as methods on the
dataset we propose; however, none of them explic-
itly focus on the conditional NLI aspect, which is
the main thrust of our paper.

3 Query-conditioned Natural Language
Inference

3.1 Task Formulation
Query-conditioned NLI aims to identify the rela-
tionship between two documents with respect to a
query. The possible labels depend on the task of
interest, but a common label set is {entailment,
not_entailment}. We point out a few critical as-
pects of QC-NLI that distinguish it from previous
work.

Query-based A major distinction between QC-
NLI and other NLI tasks is that the label is con-
ditioned on the query. This effectively enables
aspect-based NLI, as the query indicates what as-
pect the NLI label should be conditioned on. This
is distinct from previous work, where the label is
based on the entire premise and hypothesis.

Document-based We focus on tasks where the
premise and/or hypothesis are multi-sentence doc-
uments. Previous document-based NLI formula-
tions would use a contradiction label when even
one part of the hypothesis is inconsistent with the
premise; however, our query-condional formula-
tion enables many NLI labels for the same pair of
documents.

General formulation Most importantly, our for-
mulation is general enough that several distinct

tasks can be cast as a QC-NLI prediction problem,
as shown in Section 3.2. Also, a system that solves
QC-NLI could be used in downstream tasks: for ex-
ample, in a retrieval-augmented generation (RAG)
setting, retrieved documents could be reranked to
penalize or reward (as in multi-view generation
(Chen et al., 2024)) contradictory perspectives on
the query.

3.2 Applications
We target three primary applications that can be
solved by casting them as QC-NLI tasks: inconsis-
tent document detection (e.g., among RAG input
documents), intrinsic hallucination detection, and
fact verification. An example of each application
in QC-NLI format is given in Table 1; in Section
4, we show how datasets for these applications can
be converted into this format.

Inconsistent document detection Given a query
and a set of documents (e.g. a set of retrieved
documents), the task is to identify the relationship
between each pair of documents with respect to
the query. Since the goal of this task is to detect
inconsistencies, the labels are contradiction and
not_contradiction.

Intrinsic hallucination detection When pre-
sented with an evidence document and a query,
the task is to identify whether an LLM generates
a response that is entailed by the evidence with re-
spect to the query. This is particularly important for
RAG applications where the goal is to produce an
answer to the query that is entailed by the evidence.

Fact verification The task is to identify whether
an authoritative source (e.g. Wikipedia article) en-
tail or not entail a dubious source (e.g. output of
LLM or untrustworthy news article) with respect to
a particular aspect (query). For our purposes, the
query is considered part of the task specification;
though, in practice, one could use an LLM to gen-
erate questions about facts in the documents, in a
manner similar to Min et al. (2023).

4 Creating and evaluating data for
QC-NLI

4.1 Adapting Datasets for QC-NLI
For each task of interest, we prompt GPT-4o (Ope-
nAI et al., 2024a) to convert an existing dataset into
an appropriate QC-NLI format. We choose to trans-
form existing datasets rather than start from scratch
because they have already passed quality checks



Dataset/Task Premise dp Hypothesis dh Query q and Label ℓ

SNLI A lady dressed in a green and black jacket...stood at
the edge of a grassy field. The horse trotted
gracefully a few feet away, its mane swaying in the
gentle breeze...she positioned her camera to capture
the perfect moment...

In a bustling city park, a woman busily snapped
photos of a horse that trotted elegantly across the
grassy field. Her camera clicked rhythmically as
she captured the animal’s swift movements and
serene grace. Amidst the distant sounds of traffic...

Who is capturing images of
the horse? → entailment

RobustQA
Inconsistent
document
detection

...if I thought a bank was going under, then yes,
absolutely I would withdraw my money. Now, we
can debate whether...

I probably would not take it out, since I have
enough layers of backstops: Maybe if I could find a
better rate. :)

would you withdraw your
money from your bank if
you thought it was going
under? → contradiction

RagTruth
Hallucination
detection

passage 1:. . . The two sites...are Favotter.net and
Favstar.fm. by using these two sites, you should be
able to get a good idea of who is favouriting your
tweets... passage 2:...Click on your Twitter
name. . . Click on the Settings option...Click on the
blue Notifications link... you can set up your
account so that you’re notified via email whenever
someone marks one of your tweets as one of their
favorites...

You can see who liked your tweets by using
tracking websites such as Favotter.net and
Favstar.fm. These sites can give you an idea of who
is favouriting your tweets. Alternatively, you can
also set up notifications on Twitter itself. By going
to your account settings and clicking on the
notifications link, you can arrange to be notified via
email whenever someone likes one of your tweets.

how can you tell who liked
your tweet → entailment

FactScore
Fact
verification

<s>Lanny Flaherty Lanny Flaherty (born July 27,
1942) is an American actor.</s><s>Career. He has
given his most memorable performances in "Lone-
some Dove",...

Lanny Flaherty is an American actor born on De-
cember 18, 1949, in Pensacola, Florida. He has
appeared in numerous films, television shows, and
theater productions...

What is Lanny Flaherty’s
profession? → entailment

When was Lanny Flaherty
born? → not_entailment

Table 1: QC-NLI applications. Excerpted examples from our QC-NLI dataset for three applications; relevant parts
of the documents to determine label based on the query are highlighted in red or blue for emphasis. Inconsistent
document detection: Do two retrieved evidence documents contradict or not contradict each other with respect to
the query? Hallucination detection: Does the evidence passage entail or not entail the output of an LLM prompted
on the evidence? Fact verification: Does a verified Wikipedia biography entail or not entail an LLM biography of
the same person?

and been studied in previous works; thus, we can
simply augment them with the necessary pieces
to make a well-formed QC-NLI dataset without
sacrificing quality.

Because the tasks and datasets are very differ-
ent, we use a specialized approach for each dataset
to convert it into QC-NLI format; these methods
are described at a high level below, and exact
prompts can be found in Appendix D. Through-
out the process, we use automatic (prompt-based)
quality checks to ensure the effectiveness of each
step.

We use RobustQA (Han et al., 2023) for incon-
sistent document detection, RAGTruth (Niu et al.,
2024) for hallucination detection, and FactScore
(Min et al., 2023) for fact verification. In addition,
we make a QC-NLI dataset based on the Stanford
Natural Language Inference (SNLI, Bowman et al.
(2015)) corpus for image descriptions; this QC-NLI
dataset is included because it is a natural extension
of traditional NLI.

Image Descriptions: SNLI (Bowman et al., 2015)
Each SNLI example contains a premise (one sen-
tence), a hypothesis (one sentence) and a label
in {entailment, neutral, contradiction}. To
convert to SNLI format, we prompt GPT-4o to
write 2 paragraphs and a query, such that the an-

swer to query on the first paragraph is the premise
and the answer to query on the second paragraph is
the hypothesis. Because the answers to the query
on the documents are the original premise and hy-
pothesis, the query-conditioned NLI label is the
same as the original NLI label. Because of the
difficulty in adapting the data points with neutral
label, we remove those data points and instead use
{entailment, not_entailment} as our final label
set.

Inconsistent document detection: RobustQA
(Han et al., 2023) This dataset contains a query
and a collection of evidence passages that provide
a “yes” or “no” answer to the query across eight
different domains; these may be thought of as the
input documents to a RAG system. To make a
QC-NLI dataset, we simply pair up evidence doc-
uments: if they contain different perspectives to
the given query (i.e. one is “yes” and the other is
“no”), the label is contradiction; otherwise the la-
bel is not_contradiction. Note that many of the
questions elicit open-ended opinions, which makes
this an ideal dataset to study the identification of
documents with different perspectives.

Hallucination detection: RAGTruth (Niu et al.,
2024) RAGTruth contains a query, several evi-
dence documents, and an output of an LLM (Llama,



Dataset Size Label Counts Examples
Annotated Quality Wilson Score

Interval (WSI) % All Agree

SNLI 4,452 entailment: 2229
not_entailment: 2223

33 75.76% 0.7307± 0.1410 85.71% (6/7)

RobustQA 2,578 contradiction: 1213
not_contradiction: 1365

33 93.94% 0.8936± 0.0896 71.43% (5/7)

RagTruth 829 entailment: 695
not_entailment: 134

33 81.82% 0.7850± 0.1289 71.43% (5/7)

FactScore 13,796 entailment: 9568
not_entailment: 4228

51 84.31% 0.8191± 0.0992 85.71% (6/7)

Table 2: QC-NLI datasets. Dataset statistics including test set size and label counts. Also shows annotation results,
including the overall quality (percentage of correct labels among the examples annotated), the Wilson Score Interval
(WSI) for the overall quality, and the percentage of the seven examples common to all four annotators where all
annotators agree.
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Figure 2: Number of queries per document pair in
FactScore. The QC-NLI FactScore dataset has many
queries per each pair of documents (dp, dh), depicted
by the histogram. The red line indicates that there are
an average of 28 queries per document pair.

Mistral, GPT) when asked to answer the query
based on the evidence. Thus, the evidence col-
lectively forms the premise, and the output of the
LLM is the hypothesis. RAGTruth also annotates
segments of the output as containing baseless or
contradictory information with respect to the evi-
dence. To make a QC-NLI dataset, for each doc-
ument pair we prompt GPT-4o to see if the seg-
ments are relevant to the query; if no segment is
relevant, then we do not use the example. If any
segment is relevant to the query and none of those
segments are marked as baseless or contradictory
to the evidence, then we assign an entailment la-
bel; otherwise we assign a not_entailment label.
The segment annotations are not included in our
final dataset; we simply use them to determine the
QC-NLI relation between each pair of documents

given the corresponding query.

Fact verification: FactScore (Min et al., 2023)
An example from FactScore contains a “ground
truth” Wikipedia biography, a (potentially suspect)
biography written by an LLM (ChatGPT, Instruct-
GPT, or PerplexityAI), and a series of facts in
the LLM output annotated by whether or not they
are supported in the Wikipedia biography. To
convert to QC-NLI format, we simply convert
each fact into a question by prompting GPT-4,
and use the Wikipedia biography as the premise
and the LLM biography as the hypothesis. If the
fact is marked as “supported” in Factscore, then
we use the entailment label; otherwise we use
not_entailment.

4.2 Data Statistics

Table 2 depicts the size of each test set and label dis-
tribution. Across all datasets, our QC-NLI bench-
mark contains 21,655 examples. The RobustQA
dataset is the only dataset that contains multiple
document pairs per query, reflecting its use in de-
termining whether documents offer a contradictory
perspective to a given query. FactScore, on the
other hand, contains multiple queries per document
pair, illustrated in Figure 2. For this dataset, there
are an average of 28 queries per document pair, so
that the query is crucial in determining the NLI
label. Additional dataset statistics may be found in
Appendix A, and a selection of full examples may
be seen in Appendix B.

4.3 Data Evaluation

Because the datasets are converted to QC-NLI for-
mat automatically via prompting, we wish to know
if the NLI labels are correct for each (dp, dh, q)



triplet. Thus, for each dataset, some of the authors
manually label several examples, of which 7 exam-
ples are common to all annotators. To reduce bias,
annotators do not see the true label. Each annotator
is onboarded with 5 practice examples, where they
are asked to label an example and then compare
it with a reference label and explanation. Exact
annotator instructions are in Appendix C.

The annotator labels are compared with the
dataset labels, and an overall quality is estimated.
Additionally, we calculate a 95% Wilson Score In-
terval (WSI) (Wilson, 1927) for this quantity; we
choose this method because it works well for small
annotation sizes. Finally, because there are a small
number of annotators and only 7 common exam-
ples to each of them, we report the percentage of
the common examples on which all the annotators
agree on the label.

The results of this evaluation are shown in Ta-
ble 2. All datasets have an overall quality above
75%, with RobustQA having near 94% data quality.
Additionally, for all datasets, there is high inter-
annotator agreement, indicating fairly consistent
annotation standards.

5 Solving the QC-NLI Benchmark

In addition to developing QC-NLI datasets for QC-
NLI for various downstream tasks, we present some
prediction baselines: given two documents and a
query, how do the documents relate with respect to
the query?

We use three prompting methods: zero-shot
prompting, few-shot prompting, and QA+NLI
prompting. In all cases, we ask for the LLM to
explain its reasoning before making a final predic-
tion.

Zero-shot prompting The LLM is given a de-
scription of the task and an explanation of the labels.
It is then asked to predict the NLI label from the
documents and the query.

Few-shot prompting This is the same as zero-
shot, except that a few examples of the task (man-
ually selected from a separate train partition) are
provided. At least one example is given for each
label (typically 2-3 examples total).1 Each case

1For SNLI and RagTruth, two not_entailment exam-
ples are provided, one indicating clear contradiction and the
other indicating a neutral relationship. We also provide two
not_entailment examples for FactScore, where one indi-
cates clear contradiction and the other demonstrates the case
where one document does not contain the answer to the query.

also contains brief reasoning to explain the correct
answer. For FactScore, where the dataset contains
multiple queries for the same pair of passages, our
few shot examples use a single pair of passages
with a different query for each label; with this for-
mat, we hope to illustrate the importance of using
the query (and not just the passages) in forming a
prediction.

QA + NLI prompting Here, we first ask an LLM
to answer the query on each document indepen-
dently. Then, without access to the documents or
the query, we ask the LLM to predict the NLI la-
bel based only on the two answers. We note that
this approach may fail in cases where there are
multiple ways to answer the question; consider the
(sentence-level) example below:

Premise: The only girl in the class won
the track meet and the spelling bee.
Hypothesis: Charlotte, the only girl in
the class, won the track meet.
Query: Who won the track meet?

Possible answers based only on the premise (P1
and P2) or only on the hypothesis (H1 and H2) are

P1: The only girl in the class.
P2: The girl who won the spelling bee.
H1: Charlotte.
H2: The only girl in the class.

If, for example, the QA system returns P1 and H1,
an NLI system will be unable to make an accurate
prediction; however, if P2 and H2 are returned, it
could correctly predict entailment. Thus, without
the context of the documents, an NLI system may
fail based on the answers alone.

No query predictions We additionally run the
zero-shot and few-shot prompting methods without
the query: a poor performance in this setting com-
pared to the prompts with the query means that the
query is crucial to solve the task.

Prediction models We use GPT-4o, GPT-4, GPT-
3.5-turbo, Gemini 1.5-pro, and Gemini-1.5-flash
(OpenAI et al., 2024a,b; Team et al., 2024) to make
predictions.

6 Experimental Results

Because the label distributions of the datasets are
often unbalanced (see Table 2), we use balanced
accuracy (BA, the average of the true positive



Dataset Model Quality/ Query No Query
Ceiling Zero-shot Few-shot QA+NLI Zero-shot Few-shot

SNLI

GPT-4o

0.7576

0.6586 0.6877 0.6967 0.5626 0.5220
GPT-4 0.6812 0.6642 0.6680 0.5630 0.5388
GPT-3.5 0.6776 0.7465 0.6810 0.6552 0.5824
Gem 1.5 Pro 0.6460 0.6862 0.6501 0.5188 0.5422
Gem 1.5 Flash 0.5738 0.6729 0.6687 0.5231 0.5440
Average 0.6474 0.6915 0.6729 0.5645 0.5459

RobustQA

GPT-4o

0.9394

0.6269 0.6478 0.6660 0.5976 0.5964
GPT-4 0.5530 0.6536 0.6218 0.5556 0.6454
GPT-3.5 0.6241 0.6271 0.6391 0.6077 0.4064
Gem 1.5 Pro 0.6580 0.6811 0.6326 0.6208 0.6692
Gem 1.5 Flash 0.5857 0.6290 0.5964 0.5607 0.5743
Average 0.6095 0.6477 0.6312 0.5885 0.5783

RagTruth

GPT-4o

0.8182

0.6605 0.7823 0.6238 0.6153 0.7112
GPT-4 0.6733 0.8102 0.6102 0.6477 0.7625
GPT-3.5 0.6023 0.5526 0.5649 0.5382 0.5361
Gem 1.5 Pro 0.6694 0.7951 0.5568 0.6505 0.7324
Gem 1.5 Flash 0.6605 0.6902 0.5864 0.6147 0.6480
Average 0.6532 0.7261 0.5884 0.6133 0.678

FactScore

GPT-4o

0.8431

0.8189 0.8189 0.7835 0.6926 0.5322
GPT-4 0.7769 0.7981 0.7016 0.6632 0.6286
GPT-3.5 0.7593 0.7407 0.7029 0.6537 0.5113
Gem 1.5 Pro 0.8263 0.8209 0.7245 0.6433 0.6115
Gem 1.5 Flash 0.7920 0.8130 0.7665 0.6779 0.6896
Average 0.7947 0.7983 0.7358 0.6661 0.5946

Table 3: All Results. Balanced accuracy for each dataset and model for each type of prompting experiment. The
overall quality found in the annotation study (Section 4.3) is also shown; this may be interpreted as a ceiling for
prediction accuracy. The best score in each row is bolded. Note that random guessing for balanced accuracy would
result in a score around 0.5.

and true negative rates) to evaluate the predictions.
Note that 0 ≤ BA ≤ 1, with 0.5 indicating random
guessing.

6.1 Results when conditioning on the query
Table 3 shows balanced accuracy for each of the
prompting methods using the GPT and Gemini fam-
ily models. Clearly, few-shot prompting works best
for most of the datasets and models, always achiev-
ing the highest average score among the methods
where the query is provided. Not surprisingly, few-
shot prompting generally beats zero-shot prompt-
ing; but importantly, few-shot prompting is gener-
ally better than the composition of QA and NLI
prompts. While not better on average than few-
shot prompting, the QA+NLI method works fairly
well for the SNLI and RobustQA datasets, but very
poorly for RagTruth and FactScore.

6.2 Results without conditioning on the query
Table 3 shows that there is a drop in accuracy
among the methods that include the query and
their corresponding no-query methods. Notably,
the drop is very high across all model types for
SNLI and FactScore, but it is not as high for Ro-

bustQA and RagTruth. The potential reasons for
this are explored in Section 7.

Since the FactScore dataset has multiple queries
for the same pair of documents, we additionally run
a majority voting oracle. This simply returns the la-
bel that appears most commonly for each document
pair; when there is a tie, the correct label is cho-
sen, so this metric is an upper-bound for query-less
prediction. We find that the no-query oracle gives
a balanced accuracy of 0.75 for FactScore. Impor-
tantly, both zero- and few-shot prompting methods
exceed this number when the query is provided,
further illustrating the importance of conditioning
on the query to solving the task.

7 Discussion

Importance of the query The dramatic drop in
performance between methods that condition the
prediction on the query and those that do not un-
derscores the importance of the query. Notably,
the drop is not as significant for RobustQA and
RagTruth as it is for SNLI and Factscore. For Ro-
bustQA, each document provides either a “yes” or
“no” perspective; thus, the query is not strictly nec-



essary to solve the task. For RagTruth, the entire
hypothesis document is the output of an LLM con-
ditioned on the premise and the query − hence,
providing the query to the QC-NLI task is not as
helpful since the hypothesis already addresses it.
However, even for these datasets, conditioning on
the query is more helpful than not.

On the other hand, SNLI and FactScore exhibit
dramatic decreases in performance when removing
the query from the prediction task. For SNLI, this
is partly due to dataset construction, where we en-
courage the documents to describe distinct settings.
Thus, the extraneous material does not provide
much information about the NLI label, meaning
that the query defines the relevant aspect. Unlike
SNLI, FactScore actually has multiple queries (and
labels) per pair of documents. Thus, the query is,
by design, critical to determining the label: even a
majority voting oracle only achieves a balanced
accuracy of 0.75, which is over 4 points lower
than the average balanced accuracy on the query-
conditioned methods.

The prospect of QA+NLI methods As men-
tioned in Section 6, few-shot prompting generally
outperforms both zero-shot prompting and QA-NLI
for all datasets and models. However, QA+NLI
(where the system first answers the question on
each document, and then makes an NLI prediction
based only on the answers) performs quite well for
SNLI and RobustQA. Section 5 makes the point
that this type of system may not work well, depend-
ing on how the QA system answers the question;
so, why does this work for SNLI and RobustQA?

For RobustQA, the questions can all be answered
with “yes” or “no”, and each document gives one of
these perspectives (see Section 4.1). Therefore, a
QA system on each of these documents will return
an affirmative or negative answer, making it easy
to determine the label and explaining the rather
small drop in performance between the few-shot
and QA+NLI systems on this dataset. The SNLI
dataset does not contain yes-no questions, but con-
tains rather literal questions about image descrip-
tions. Hence, it is also feasible to first answer the
question on each image and then perform NLI.

RagTruth, on the other hand, contains much
more difficult queries. Most queries are highly
open-ended and involve checking multiple sen-
tences in the hypothesis against the premise. Thus,
a QA system that does not return all necessary parts
of the documents will not have the necessary infor-

mation to solve the NLI task. Thus, the documents
themselves are important, and this is an important
aspect of our QC-NLI formulation.

It is less clear why QA+NLI is not as effective
as the end-to-end methods for FactScore, since the
questions ask about atomic facts. An analysis of the
dataset shows that the queries are typically based
on the hypothesis document only (as the goal is to
check whether various facts in the hypothesis are
entailed by the premise); so a possibility is that the
QA result on the premise is not very informative.
Further, the lower performance of QA+NLI com-
pared to end-to-end prompting is consistent with
other works that suggest that unified approaches
outperform cascaded systems (Arya et al., 2023;
Chowdhury et al., 2025).

This discussion suggests that some of our
datasets are easier than others for QC-NLI. Future
systems for the QC-NLI benchmark thus should be
aware of this, and special focus may be necessary
for those datasets that contain multiple sentences or
facts that need to be checked across the documents.

A long way to go Finally, none of the methods
achieve a balanced accuracy greater than 82.63%
(Gemini 1.5 Pro on FactScore); this is only slightly
below FactScore’s ceiling accuracy of 84.31%,
which is the quality of the dataset determined by
our annotation study. Most models achieve 60-
70% on the various datasets, slightly lower than
their respective ceiling accuracies. Even so, while
zero- and few-shot prompting methods work well
in many cases, some datasets still appear very hard
to solve. RobustQA, in particular, has a long way
to go: the ceiling is 93.94%, but our best method
achieves 68.11%. Future work can look at more so-
phisticated methods for solving these tasks, such as
conditional neural architectures (Deshpande et al.,
2023; Yoo et al., 2024; Tu et al., 2024).

8 Conclusion & Future Work

In this paper, we have proposed the novel task of
Query-Conditioned Natural Language Inference
(QC-NLI) and shown how it can be useful for three
different applications of interest in the NLP com-
munity: fact verification, hallucination detection,
and inconsistency detection for RAG. We adapt ex-
isting datasets to create a high quality benchmark
for this task, where the premise and hypothesis
are each multi-sentence documents. We then pro-
pose several baselines: zero-shot prompting, few-
shot prompting, and QA+NLI (the composition



of question-answering and NLI). The results have
two primary takeaways: the query is important for
solving the task (as evinced by the marked drop
in accuracy when the query is removed from the
prompts); and (2) that the documents are important
to solving the task in the sense that first answering
the query on the documents and then performing
NLI inference is not always sufficient.

There are many avenues for future work. Per-
haps most important is the development of higher-
performing methods for QC-NLI: in particular, the
best method on the RobustQA dataset performs
about 15 points lower than its ceiling. More var-
ied prompt strategies could improve performance
and robustness. Further, training (or fine-tuning)
models on this task may be important to improv-
ing performance, and conditional methods could
be critical. Another direction would be the use
of a QC-NLI system in downstream applications:
for example, eliciting more holistic answers from
RAG systems by providing documents that proffer
different perspectives with respect to the query. In
these ways, QC-NLI is a useful benchmark with
much potential in the NLP community.

9 Limitations

The primary limitations of our work can be broken
into two categories: shortcomings of our QC-NLI
dataset and limitations of the methods to solve the
QC-NLI task. One limitation of the dataset is that
we only used GPT-4o (rather than several LLMs)
to create it from existing datasets; further, it does
not contain segment annotations indicating which
parts of the documents are necessary to solve the
task, which could hinder the development of meth-
ods. Further, despite relatively high annotation
quality (between 75% and 94% depending on the
dataset), many data points may have the wrong la-
bel; while this is a problem with any automated
data generation approach, it may skew the results
when attempting to solve the task. Finally, we only
provide an English dataset for query-conditioned
NLI; while our data adaptation method could also
be applied to other languages, we do not include it
in this paper.

Regarding methods for solving the task, our pa-
per only considers prompt-based approaches; con-
sidering more varied prompt templates could im-
prove robustness, and it is possible that the bench-
mark is easier to solve using parametric NLI mod-
els. Further, we do not show the use of a QC-NLI

system in solving downstream tasks, such as the
mitigation of hallucination or the improvement of
RAG generation under inconsistent inputs; instead,
we leave these studies as future work.
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Figure 3: Lengths of examples in each dataset. Violin plots of the number of words in the combined premise and
hypothesis documents for each dataset.

A Additional Dataset Statistics

In addition to the statistics reported in Section 4.2, we report violin plots of the number of words in the
combined premise and hypothesis documents of each dataset. This is depicted in Figure 3. The results
show that SNLI and RagTruth each have fewer than 1,000 words in their documents while RobustQA and
FactScore are much larger; in some cases FactScore has nearly 20,000 words.

B Dataset Examples

For each QC-NLI dataset, we list at least one example for each label, using the labels assigned by
annotators (see Section 4.1).

B.1 SNLI
Example: entailment

Document 1 (Premise): A lady dressed in a green and black jacket paired with blue pants stood
at the edge of a grassy field. The horse trotted gracefully a few feet away, its mane swaying
in the gentle breeze. With the sun shining brightly overhead, she positioned her camera to
capture the perfect moment. Nearby, the sounds of birds chirping added to the serene ambiance.
Leaning slightly to adjust her angle, she focused intently on the horse, ensuring the details were
perfectly framed in her lens. A sense of enthusiasm and concentration was clearly visible on her
face as she clicked several shots.

Document 2 (Hypothesis): In a bustling city park, a woman busily snapped photos of a horse
that trotted elegantly across the grassy field. Her camera clicked rhythmically as she captured
the animal’s swift movements and serene grace. Amidst the distant sounds of traffic and children
playing nearby, she remained focused, adjusting her camera settings as needed. Her interest
was solely on the horse, which seemed to pose naturally for the snapshots. This was a peaceful
afternoon, defined by her pastime with her camera.

Query: Who is capturing images of the horse?

Example: not_entailment

Document 1 (Premise): Under the warm afternoon sun, the golden sand stretches along the
shoreline where two golden retrievers appear to be playing joyfully. Waves roll gently onto the
beach as one of the dogs nuzzles a blue ball, its coat glistening in the sunlight. With a playful
bark, it grabs the ball and trots over to its companion, dropping it at its feet. The second dog
wags its tail eagerly, picking up the ball with its mouth. Together, they move back and forth, the
ball frequently exchanging paws between them.

Document 2 (Hypothesis): On a bright, sunny day in a bustling city park, the sound of children
playing competes with the barks of two golden retrievers. The dogs wander along the grassy



expanse, giving off an impression that they should be enjoying their games. One dog holds
a prized blue ball in its mouth, its eyes darting at its companion. However, both dogs stand
in a tense standoff, each keenly holding onto their own space and refusing to let the ball pass
between them. This standstill extends into a patience-testing silence, broken only by the distant
hum of city life.

Query: What is the interaction between the dogs involving the ball?

B.2 RobustQA
Example: contradiction

Document 1 (Premise): Great question! Taking a few minutes to think through this logically
should come up with something. First of all, realise that a larger battery with a higher amperage
(CCA) will not cause any problems on the drawing end. In other words, you’re not sending too
much electricity to some component or something. The higher amperage simply means that
more energy is available, not that more energy is flowing through the components. I’m sure
you already knew that; just making sure everyone is on the same page. Secondly, you’ve got to
realise that it doesn’t take any more energy to charge up a bigger battery than a smaller battery.
That is, provided they have had equal draws. The difference, of course, is that the bigger battery
can get uncharged further, resulting in a larger draw on the alternator. Basically, this means
that your alternator will have to work harder to recharge the battery, but simply because the
larger battery was able to output more juice. Since the alternator wear is usually due to age,
the answer is yes, the bigger battery will wear down your alternator more. That being said, it
probably won’t be significant, unless you regularly leave your radio running overnight, because
your alternator is always running when the car is running; the only difference is that it will be
demanding more current from the alternator to recharge the battery. Therefore, as far as I and
my research are concerned, the wear is Probably insignificant.

Document 2 (Hypothesis): In fact the larger capacity battery may, under certain circumstances,
increase your alternator’s life. Many vehicles with enhanced sound systems install a larger
battery to smooth out the load spikes on high-draw portions of the music. A typical electrical
system upgrade path would start with a higher-capacity battery, then a higher-capacity alternator
or even dual alternators, then dual high-capacity batteries.

Query: will fitting a physically bigger battery reduce the working life of the alternator?

Example: not_contradiction

Document 1 (Premise): Yes you should be able to in my opinion, as an above poster mentioned
the water doesn’t actually stop you from being able to talk or generating the pitches needed to
cast a spell. While you are talking underwater, from the point the air goes through you vocal
box, and the sounds are shaped with your tongue and lips all the way up to hitting the Water
outside of your mouth it is going to sound exactly as it does out of water. (While you talk you’re
going to generate a bubble of air in front of you that the sound can travel normally a little ways
through.) After it hits the water the sound losses most of its energy due to the much higher
impedance of water compared to the sound in air. (It’s still there though and the same exact
pitch, just very quite and harder for use to hear because our ears work differently under water.)
But the point still stands that until it hits that water it sounds 100

Document 2 (Hypothesis): Yes To play Devil’s Advocate here, it is not strictly RAW to
disallow spellcasting. Of course, it is a sensible house rule – but it would be a house rule if you
disallowed it. Jeremy Crawford says you can This tweet from Jeremy Crawford explicitly states
that being underwater doesn’t interfere with spellcasting. There is no conditional "Yes, if they
can breathe underwater" JC says you can, but only if you can breathe underwater? Another



tweet from Jeremy Crawford says that, if you can breathe underwater, you can perform the
verbal components of spells. Fair enough. However, this is NOT the same as "if you can’t
breathe underwater, you can’t perform the verbal components of spells" either. Just as saying
"if you can sing, you have a voice" is true, but "if you can’t sing, you don’t have a voice" is
not necessarily true. Again, strictly speaking, nothing is disallowing spellcasting here yet. The
PHB says you have to be able to talk? As @NautArch has shown, the PHB does mention a rule
on V components of spells that seems like it should affect spellcasting. Most spells require the
chanting of mystic words. The words themselves aren’t the source of the spell’s power; rather,
the particular combination of sounds, with specific pitch and resonance, sets the threads of
magic in motion. Thus, a character who is gagged or in an area of silence, such as one created
by the silence spell, can’t cast a spell with a verbal component. This question on Quora asks if
we can talk normally underwater. Well, the answer is yes, we can speak normally. The question
is just, can the person you’re speaking to understand you? Well, in spellcasting, nobody needs to
understand you. You just need to produce mystic words that form a combination of sounds, with
a specific pitch and resonance. Note that you can always do this underwater, it’s just that the
sound is formed in your larynx and becomes distorted as soon as it touches the water. But the
rules don’t say "the sounds must reach outside your larynx" or "others must hear you clearly".
You can technically still do it. Moreover, every spellcaster will likely have different ways of
casting the same spell, just because they naturally have different voices. It is not against the
rules to consider that there are multiple ways you can set pitch and resonance, but still cause
the weaves of magic to be set in motion in the same way. So, sound can still travel through
water. Why can’t a magic user speak those mystic words in a way that, when the sound travels
underwater, the specific pitch and resonance still matches what is needed to pull off the spell?
RAW, this is not illegal. But Gagged prohibits spellcasting, so why doesn’t being underwater?
There are many ways to wave this away. Any answer I give will not be RAW, and is in DM fiat
territory absolutely. Nonetheless, you can argue that when you are gagged, your tongue cannot
move about and you cannot shape the sounds and words precisely because of this, whereas
being underwater does not forbid this. You can also say that being gagged restricts your jaw
movement, but being underwater doesn’t, so you still retain enough control to be able to cast
while submerged. Sensible House Rules Casting underwater is different from casting in air, this
is true. How you handle this is up to you. This Enworld discussion shows a few ways other
DMs handle it, in the order of their appearance in that thread: Spellcasting is totally disallowed
underwater unless the caster can speak underwater Allow spellcasting underwater without
penalties, as there is no rule actually forbidding it Have the caster perform a check. On a failure,
the spell slot is not wasted, but the action is lost. But only do this if: 1) there was a way around
this issue, or 2) being in the water is intended to be a penalty. Otherwise, just let the casters cast
normally. If spellcasting is penalized underwater, non-casters must be similarly penalized Allow
one spell to be cast, but then immediately have the caster start drowning Require a concentration
check before casting a spell Disallow spellcasting for a one-off encounter, but allow it if the
characters are expected to be under the water for extended periods Another definitive JC Tweet:
You can cast a single spell underwater, but afterwards you begin drowning if you can’t breathe
underwater. Otherwise, no rule prevents verbal components from working underwater. Thanks
to @mxyzplk for bringing this tweet to my attention! Extra Note: In that Twitter thread, Dan
Dillon asks: Is the intent that if you cast a verbal component spell you’re no longer holding your
breath (and now on Con mod +1 rnds)? To which Jeremy replies "yes." But technically it is
Con mod rounds only, without the +1. The +1 only happens when you’ve held your breath and
have Con mod + 1 minutes before you start drowning.

Query: can spells with a verbal component be cast underwater if the caster cant breathe water?

B.3 RagTruth

Example: entailment



Document 1 (Premise): passage 1:Monoamniotic twins occur when the split takes place after
the ninth day after fertilization. Conjoined twins: When the division of the developing zygote
into 2 embryos occurs, 99% of the time it is within 8 days of fertilization. Mortality is highest
for conjoined twins due to the many complications resulting from shared organs.\n\n passage
2:Dizygotic twin pregnancies are slightly more likely when the following factors are present in
the woman: 1 She is of West African descent (especially Yoruba) 2 She is between the age of 30
and 40 years. 3 She is greater than average height and weight. 4 She has had several previous
pregnancies.\n\n passage 3:Twins are two offspring produced by the same pregnancy. Twins
can be either monozygotic (identical), meaning that they develop from one zygote, which splits
and forms two embryos, or dizygotic (fraternal), meaning that they develop from two different
eggs. In fraternal twins, each twin is fertilized by its own sperm cell. In contrast, a fetus that
develops alone in the womb is called a singleton, and the general term for one offspring of a
multiple birth is multiple. Non-related look-alikes whose resemblance parallels that of twins
are referred to as doppelgangers.\n\n

Document 2 (Hypothesis): Twins can happen in two ways: monozygotic (identical) twins
occur when one zygote splits into two embryos, while dizygotic (fraternal) twins happen when
two different eggs are fertilized by two separate sperm cells. The likelihood of dizygotic twins
is influenced by factors such as West African descent, being between 30 and 40 years old, being
taller and heavier than average, and having had several previous pregnancies. Conjoined twins
occur when the division of the zygote happens within 8 days of fertilization and can result in
complications due to shared organs.

Query: how do twins happen

Example: not_entailment
Document 1 (Premise): passage 1:Children proudly wave the American flag during a children
naturalization ceremony in July 2011 at a stadium in Manchester, NH. (Photo courtesy of
USCIS). Immigration has shaped the United States as a nation since the first newcomers arrived
over 400 years ago.\n\n passage 2:Prompt: What were the long-term economic, social, and
political effects of Reconstruction? The United States was challenged with many issues after the
Civil War like crop lien work contracts, segregation, and unresolved problems with the seceded
states. This period was called Reconstruction. After the Civil War, African Americans were
free but with no place to live in or to work at, they settled with their former ‘masters’. African
Americans were technically free, but no one wanted to hire a colored man, so they were put
on crop lien work contracts.\n\n passage 3:The War also, for the first time, brought economic
unity to the US. The South joined the market system, abandoning their former semi-subsistence
economy. Industrialization and large economic enterprises clearly had arrived to stay. Politically,
important changes had accompanied the maintenance of the national unity.\n\n

Document 2 (Hypothesis): Based on the provided passages, here are the answers to the
questions about the political, economic, and social effects of the United States:\n\n Question 1:
What political effects have on the United States?\n Answer: The Reconstruction period after
the Civil War brought significant political changes to the United States. The South joined the
market system, and industrialization and large economic enterprises became established, leading
to economic unity. Additionally, politically important changes accompanied the maintenance of
national unity.\n \n Question 2: What economic effects have on the United States?\n Answer:
The Reconstruction period after the Civil War brought economic unity to the United States, as
the South joined the market system and abandoned their former semi-subsistence economy.\n \n
Question 3: What social effects have on the United States?\n Answer: The passage does not
provide information about specific social effects on the United States.\n \n Note: Based on the
provided passages, the answers are limited to the time period after the Civil War, and do not
cover the broader history of immigration or other time periods.

Query: what political, economic and social effects have on the united states



B.4 FactScore
This dataset has multiple queries per pair of passages, each with its own NLI label. Thus, here we show
one pair of passages and a query for each label.

Document 1 (Premise): <s>Paul O’Neill (racing driver) Paul O’Neill (born 31 Decem-
ber 1979) is a British auto racing driver, and the half-brother of English singer Melanie
C.</s><s>Career.</s><s>Career.:Early years. Born in Widnes, Cheshire, O’Neill was orig-
inally attracted to racing after seeing Nigel Mansell win the 1987 British Grand Prix, but
did not pursue a career initially, studying for A-Levels but not completing them. After
attending the Jim Russell racing school, he began racing in the MGF cup in 1999 and
2000, before entering the production class of the British Touring Car Championship in 2001.
He did not win a race, but took 3 class podiums and 2 class poles en route to 8th in the
class.</s><s>Career.:British Touring Car Championship.</s><s>Career.:British Touring Car
Championship.:Vauxhall (2002–2003). His efforts in the production class were enough to earn
him a drive with Team Egg Sport in their semi-works Touring Class Vauxhall Astra Coupe for
2002. He was 8th in this championship, and then stepped up to the factory Vauxhall team for
2003, finishing 4th in the series.</s><s>####SPECIAL####SEPARATOR####Career.:British
Touring Car Championship.:Tech-Speed and Motorbase (2004–2007). He was not expected to
retain the drive for 2004, but early that year he discovered that he had diabetes, and his racing li-
cence was temporarily withdrawn. Once the condition was under control he did not immediately
resume racing, instead helping his former team Tech-Speed prepare their bio-ethanol powered
car, tutoring driver Fiona Leggate and fulfilling the post of race engineer. He also raced the
guest car in the Porsche Carrera Cup at Oulton Park in 2006 along with some Ginettas Racing.
Following Leggate’s premature departure from Tech-Speed, O’Neill signed for the team to
compete in the final two race weekends of the 2006 British Touring Car Championship season.
This car is powered by sugar beet, which he is not permitted to eat because of his diabetes.
He scored a 10th place in his first race back. Notably, while most drivers at this September
Brands Hatch meeting were slower than they had been at the April meeting due to different
track conditions, O’Neill was over a second faster than Leggate’s time from that meeting in
some practice sessions. At Silverstone he was hampered by engine issues in practice but took
2 top 10 finishes####SSPECIAL####SSEPARATOR####S on raceday. He did not keep the
drive for 2007, Techspeed opting instead to unite with the Turkish Arkas team and run Erkut
Kızılırmak. He competed in the final round of 2007 with Motorbase Performance in a SEAT
Toledo.</s><s>Career.:British Touring Car Championship.:Tech-Speed (2009–2011). O’Neill
returned to Tech-Speed for the 2009 British Touring Car Championship season, partnering
Martyn Bell in a two-car team. He scored a third place at Snetterton, and as of round seven at
Knockhill he had scored points in 11 successive races. He was placed 10th in the Drivers Cham-
pionship. O’Neill remained with Tech-Speed for the 2010 & 2011 seasons, now joined by John
George. He finished 9th (2010) and 10th (2011) claiming 5 podiums.</s><s>Career.:British
Touring Car Championship.:Speedworks Motorsport (2012). He was without a regular drive at
the start of the 2012 season, but drove the Speedworks Motorsport Toyota Avensis at Croft and
Knockhill, deputising for the team’s regular driver Tony Hughes, who was unable to take part
due to his business commitments. He was unable####SSPECIAL####SSEPARATOR####S
to secure the finances required to stay with the team for 2013.</s><s>Career.:British Tour-
ing Car Championship.:Tony Gilham Racing (2013). Having been without a drive since the
start of the 2013 season, O’Neill joined Tony Gilham Racing for the Knockhill round driv-
ing an RCIB Insurance Racing Vauxhall Insignia when regular driver Jack Goff decided to
miss the round.</s><s>Career.:British GT Championship. O’Neill entered the Croft round
of the British GT Championship towards the end of 2007 alongside co-driver Steve Clark in
a Team RPM Viper Competition Coupe GT3. He returned to the series in 2008 with Team
RPM driving a Viper Competition Coupe in the GT3 class. He competed in the first eight
races of the season, including a win in the second race at Rockingham. He finished the sea-



son 16th in the GT3 standings.</s><s>Career.:Other activities. O’Neill is currently a motor
racing instructor at the Oulton Park circuit in Cheshire. Since 2012, he has been part of the
presenting team for the ITV4 television coverage of the BTCC. In 2013 he appeared on the
British television series Top Gear, driving a Volkswagen Beetle in a taxi race. In 2014, he
appeared in####SSPECIAL####SSEPARATOR####S series 2 of Classic Car Rescue, driving
and valuing the restored cars. He also competed in one round of the Mazda MX-5 SuperCup at
Oulton Park, taking two wins. Paul O’Neill is a Patron of The Sporting Memories Foundation
and on 10 September 2017 completed the Great North Run to raise funds for the charity. O’Neill
is also a driver coach for Britcar class champion Tim Docker. O’Neill volunteered as a marshal
at the seventh round of the Britcar Endurance Championship at Oulton Park. O’Neill was the
driver of the car for a new world record set by golfer Marcus Armitage for the longest drive into
a moving car. Paul is the co-founder of 29 Productions - a bespoke multi camera streaming and
production company.</s>

Document 2 (Hypothesis): Paul O’Neill was a British racing driver born on December 30,
1979, in Widnes, England. He began his racing career in karting before moving up to car
racing in the late 1990s. O’Neill competed in a variety of championships throughout his career,
including the British Touring Car Championship (BTCC), the Porsche Carrera Cup, and the
British GT Championship.\n \n O’Neill’s most successful years came in the BTCC, where he
competed for over a decade. He recorded his first win in the championship in 2002 and went
on to achieve a further three victories. O’Neill was known for his aggressive driving style and
his ability to push his car to its limits.Away from racing, O’Neill was also a popular figure in
the media, serving as a commentator and pundit for the BTCC on ITV4. He was also a regular
guest on BBC Radio 5 Live’s motorsport coverage.\n \n Tragically, Paul O’Neill passed away
on July 9, 2018, at the age of 38, following a battle with cancer. He was remembered by his
fellow drivers and fans for his passion, dedication, and great personality.

Query 1: Where did O’Neill’s most successful years occur?

Label 1: not_entailment

Query 2: In which racing event did O’Neill compete?

Label 2: entailment

C Annotator Instructions

The following displays the instructions given to annotators.

C.1 SNLI
This dataset is very straightforward; each document is rather short and

describes a scene that may be found in a picture.↪→

Label set:
entailment: The answer to d1 with respect to the query entails the answer to d2 with

respect to the query.↪→

not\_entailment: All other cases. E.g. “neutral” or “contradiction”. You should
treat this as a catch-all category.↪→

C.2 RobustQA
This dataset targets the RAG retrieval setting: do two documents offer a

contradictory perspective with respect to a query? The good news: all documents
offer a “yes” or “no” perspective; so it should not take long to figure this out
by skimming the documents. This is the only dataset where the label set uses
“contradiction” rather than “entailment”.

↪→

↪→

↪→

↪→



Label set:
contradiction: The answer to d1 with respect to the query contradicts the answer to

d2 with respect to the query. This typically means one document offers a “yes”
answer and the other a “no”.

↪→

↪→

not_contradiction: All other cases.

C.3 RagTruth
This dataset targets the RAG hallucination setting: is d2 (the output of an LLM

prompted on d1 and a query) entailed by d1 with respect to the query? This
dataset is challenging to annotate because d2 contains many facts with respect
to the query. In order for the label to be “entailment”, every fact relevant to
the query in d2 should be corroborated by something in d1; otherwise it should
be "not_entailment". You may find it easier to copy d1 into a text editor and
Cmd+F to search for something specific.

↪→

↪→

↪→

↪→

↪→

↪→

Label set:
entailment: The answer to d1 with respect to the query entails the answer to d2 with

respect to the query.↪→

not_entailment: All other cases. E.g. “neutral” or “contradiction”. You should
treat this as a catch-all category.↪→

C.4 FactScore
All three FactScore datasets (ChatGPT, InstructGPT, and PerplexityAI) target the

fact verification setting: is a particular fact in d2 (determined by the query)
entailed by d1? This dataset is challenging to annotate because d1 (a Wikipedia
bio) is very long. Here is the strategy I suggest:

↪→

↪→

↪→

1. First find the fact referenced by the query within d2.
2. Copy d1 into a text editor and search for keywords related to that fact (e.g.

a name, a year, etc.). Determine your label based off that.↪→

You should not need to read all of d1 in order to determine the label.

Label set:
entailment: The answer to d1 with respect to the query entails the answer to d2 with

respect to the query.↪→

not_entailment: All other cases. E.g. “neutral” or “contradiction”. You should
treat this as a catch-all category.↪→

D Dataset Adapation

In this section, we list the prompt templates we used to adapt each dataset into its QC-NLI variant.

D.1 SNLI
Prompt 1: Write paragraphs about premise and hypothesis

I will provide you with two sentences sentence1 and sentence2, where sentence1
entails sentence2. I want you to do the following. Write paragraph1 and
paragraph2 and a query, such that the answer to the query for paragraph1 is
sentence1, and the answer to the query for paragraph2 is sentence2. The goal is
to preserve the relationship between the answers (entailment). Adhere to the
following guidelines:

↪→

↪→

↪→

↪→

↪→

1. The paragraphs should consist of 4-10 sentences and should typically describe
scenes that could be depicted in photographs.↪→

2. The paragraphs should not be written as if they are image captions. For
example, they should not reference "a photo", "a scene", or "an image".↪→



3. Similarly, the query should be written as if it is about an image caption.
Thus, it should avoid referring to the paragraph as "a photo", "a scene",
or "an image".

↪→

↪→

4. Both paragraphs must address the query you provide.
5. Critically, each sentence should be the most specific answer possible to the

query for its respective paragraph. For example, suppose sentence1 is "The
children are talking to the animals", and the question you propose is "Who
are the children talking to?" The paragraph should not say "The children
are talking to giraffes", because "giraffes" are more specific than
"animals". In that case, on the question of who the children are talking to,
the paragraph should not be more specific than "animals".

↪→

↪→

↪→

↪→

↪→

↪→

6. Since sentence1 entails sentence2, it is important that the answer to the
query for paragraph1 entails the answer to the query for paragraph2.↪→

Fill in the XML tags below. Note that answer1 and answer2 denote the answer to the
query for paragraph1 and paragraph2 respectively.↪→

<sentence1>{sent1}</sentence1>
<sentence2>{sent2}</sentence2>
<paragraph1></paragraph1>
<paragraph2></paragraph2>
<query></query>
<answer1>{sent1}</answer1>
<answer2>{sent2}</answer2>

Prompt 2: Do premise and hypothesis answer the query?

Pretend you are looking at a photograph depicting a scene, and someone asks you a
question about it. I will provide you a sentence. I want you to tell me if the
sentence would be a possible direct answer to the question for the hypothetical
photograph. Since this is based on a photograph, you may not have all the
information about the scene depicted; therefore, an answer may be plausible
even if it is not extremely specific or detailed. The most important thing is
that it provides a direct answer to the question, and if it does you should
return "yes". Otherwise, return "no". If you are not sure, return "maybe".

↪→

↪→

↪→

↪→

↪→

↪→

↪→

Fill in the XML tags below (put your reasoning in the reasoning tags).

<question>{query}</question>
<sentence>{answer}</sentence>

Is the sentence a possible answer to the question?

<reasoning></reasoning>
<response></response>

Prompt 3: Is question about location?

I will provide you with a question about a hypothetical photograph. I simply want
you to tell me if question is about the location, or setting, of the photo. If
the question is about the location, then you should return "yes"; otherwise
return "no". If you are unsure, return "maybe".

↪→

↪→

↪→



For example, if the question is "Where are the children standing?" or "What is the
setting of the image?", return "yes".↪→

If the question is "Who is talking with the woman?" or "What is the man holding?",
return "no".↪→

Fill in the XML tags below (put your reasoning in the reasoning tags).

<question>{query}</question>

Is the query asking about a location or setting?

<reasoning></reasoning>
<answer></answer>

Prompt 4: Modify location of paragraph (if question is not about location)

I will provide you with a paragraph about a hypothetical image. I simply want you to
rewrite the paragraph, changing the location (or setting) to something
different. You should otherwise not change the content of the paragraph.

↪→

↪→

For example, if the paragraph is set at the beach, you might change it to a pool. If
it is set in a church, you might change it to a mosque.↪→

Importantly, you must make sure that the answer to the question "{query}" is still
"{sentence}".↪→

Fill in the XML tags below.

<paragraph>{paragraph}</paragraph>

Now change the setting of the paragraph, while making sure that the answer to the
question "{query}" is still "{sentence}".↪→

<modified_paragraph></modified_paragraph>

Prompt 5: Do premise and hypothesis answer the query for the paragraphs?

I will provide you with a paragraph and a query. I simply want you to tell me if the
paragraph contains an answer to the query. It may be that the answer to the
query is complicated, spread over many sentences, or answerable in many ways.
In any of these cases you should return "yes". If the query is based on a
premise incompatible with the content of the paragraph, or if the query is
irrelevant to the content of the paragraph, then you should return "no". If you
are not sure, return "maybe".

↪→

↪→

↪→

↪→

↪→

↪→

Fill in the XML tags below (put your reasoning in the reasoning tags).

<paragraph>{paragraph}</sentence1>
<query>{query}</query>

Does the paragraph contain an answer to the query?

<reasoning></reasoning>
<answer></answer>



D.2 RobustQA
Prompt 1: Assign “yes” or “no” label to examples

I will provide you with a question, and an answer which either provides a positive
("yes") or negative ("no") opinion. I simply want you to tell me whether the
opinion is "yes" or "no". A clear giveaway would be if the answer itself has
these labels in it, especially if the answer starts with one of these labels.
Fill in the reasoning and response XML tags below - the response must be "yes"
or "no".

↪→

↪→

↪→

↪→

↪→

<question>{query}</question>
<answer>{answer}</answer>

<reasoning></reasoning>
<response></response>

D.3 RagTruth
Prompt 1: LLM generation (hypothesis) contains answer to query

I will provide you with a query and a response to the query written by an LLM. Note
that the query is about a specific document, but you do not need to know the
contents of that document to perform the following task. I just want you to
tell me if the response contains an answer to the query. Because you do not have
the document, you won't be able to tell if the answer is correct or not, but
that is not relevant. You just need to tell me if the passage I provide you
contains a potential answser to the query.

↪→

↪→

↪→

↪→

↪→

↪→

For example, if the query is "What is the store's name?", and the passage contains a
sentence like "The store's name is Portle", then you should return "yes".
Otherwise, return "no".

↪→

↪→

Fill in the XML tags for reasoning and answer below. Your answer must be "yes" or
"no".↪→

<query>{query}</query>
<response>{response}</response>

Does the response contain an answer to the query?

<reasoning></reasoning>
<answer></answer>

Prompt 2: Is annotated segment relevant to the query?

I will provide you with a query and a response to the query written by an LLM. Note
that the query is about a specific document, but you do not need to know the
contents of that document to perform the following task. I also will provide
you with a snippet from the response. I just want you to tell me if snippet is a
potential answer to the query; the rest of the response is simply provided as
context. Because you do not have the underlying document, you won't be able to
tell if the snippet is a correct correct or not, but that is not what you are
being asked. You just need to tell me if the snippet is a potential answer to
the query.

↪→

↪→

↪→

↪→

↪→

↪→

↪→

↪→



For example, if the query is "What is the name of the store in Mabileen?", and the
snippet is "The store's name is Portle", then you should return "yes". If the
snippet is something like "There is no store in Mabileen", you should return
"yes". However, if the snippet is "Mabileen has 100 residents", you should
return "no", since that is not an answer to the query.

↪→

↪→

↪→

↪→

Fill in the XML tags for reasoning and answer below. Your answer must be "yes" or
"no".↪→

<query>{query}</query>
<response>{response}</response>
<snippet>{snippet}</snippet>

Is the snippet a potential answer to the query?

<reasoning></reasoning>
<answer></answer>

D.4 FactScore
Prompt 1: Convert fact to question

I will provide you with an atomic fact. I want you to write a simple question such
that it could be answered by the fact. For example, if the fact is "The sky is
blue.", then the question would be "What color is the sky?" Fill in the XML tags
below, including your reasoning.

↪→

↪→

↪→

<fact>{fact}</fact>

<reasoning></reasoning>

<question></question>

E QC-NLI Prediction

Zero-shot

I will provide you with two documents (document1 and document2) as well as a query
about the documents. Treat document1 as the premise and document2 as the
hypothesis. I want you to tell me how document1 relates to document2 with
respect to the query. Specifically, you should return one of the following NLI
labels: "entailment" or "not_entailment". You can assume that both documents
contain the complete information needed to address the query.

↪→

↪→

↪→

↪→

↪→

The labels are defined as follows:
– entailment: Return 'entailment' only if the answer to the query for

document2 (the hypothesis) is necessarily true given the answer to the
query for document1 (the premise).

↪→

↪→

– not_entailment: Return 'not_entailment' only if the answer to the query
for document2 (the hypothesis) does not entail the answer to the query
for document1 (the premise).

↪→

↪→



<document1>{doc1}</document1>

<document2>{doc2}</document2>

<query>{query}</query>

Now, does document1 entail or not entail document2 with respect to the query? First,
provide your reasoning in the reasoning tags. Then, provide your answer
("entailment" or "not_entailment") in the answer tags. Make sure your final
answer is one of these answer choices.

↪→

↪→

↪→

<reasoning></reasoning>

<answer></answer>

Few-shot

I will provide you with two documents (document1 and document2) as well as a query
about the documents. Treat document1 as the premise and document2 as the
hypothesis. I want you to tell me how document1 relates to document2 with
respect to the query. Specifically, you should return one of the following NLI
labels: "entailment" or "not_entailment". You can assume that both documents
contain the complete information needed to address the query.

↪→

↪→

↪→

↪→

↪→

The labels are defined as follows:
– entailment: Return 'entailment' only if the answer to the query for

document2 (the hypothesis) is necessarily true given the answer to the
query for document1 (the premise).

↪→

↪→

– not_entailment: Return 'not_entailment' only if the answer to the query
for document2 (the hypothesis) does not entail the answer to the query
for document1 (the premise).

↪→

↪→

I will provide you with a few examples:

<example_{ex1_label}>
<document1>{ex1_document1}</document1>

<document2>{ex1_document2}</document2>

<query>{ex1_query}</query>

Now, does document1 entail or not entail document2 with respect to the query? First,
provide your reasoning in the reasoning tags. Then, provide your answer
("entailment" or "not_entailment") in the answer tags. Make sure your final
answer is one of these answer choices.

↪→

↪→

↪→

<reasoning>{ex1_reasoning}</reasoning>

<answer>{ex1_label}</answer>
</example_{ex1_label}>

<example_{ex2_label}>



<document1>{ex2_document1}</document1>

<document2>{ex2_document2}</document2>

<query>{ex2_query}</query>

Now, does document1 entail or not entail document2 with respect to the query? First,
provide your reasoning in the reasoning tags. Then, provide your answer
("entailment" or "not_entailment") in the answer tags. Make sure your final
answer is one of these answer choices.

↪→

↪→

↪→

<reasoning>{ex2_reasoning}</reasoning>

<answer>{ex2_label}</answer>
</example_{ex2_label}>

Now it's your turn!

<document1>{doc1}</document1>

<document2>{doc2}</document2>

<query>{query}</query>

Now, does document1 entail or not entail document2 with respect to the query? First,
provide your reasoning in the reasoning tags. Then, provide your answer
("entailment" or "not_entailment") in the answer tags. Make sure your final
answer is one of these answer choices.

↪→

↪→

↪→

<reasoning></reasoning>

<answer></answer>

QA+NLI: Question-answering

You are a reliable question-answering system. I will provide you with a document
and a question. I simply want you to provide an answer the question based on the
document using one or more full sentences. It is very important that your
answer be based only on the document: do not apply any knowledge beyond what is
contained in the document. Be very concise: you do not need to provide more
information than that which answers the question.

↪→

↪→

↪→

↪→

↪→

Fill in the resasoning and answer XML tags.

<document>{document}</document>
<question>{query}</question>

<reasoning></reasoning>
<answer></answer>

The answers to each question are then fed into the zero-shot prompt template.
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