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Abstract

Vision-Language Models (VLMs) excel in diverse visual

tasks but face challenges in document understanding, which

requires fine-grained text processing. While typical vi-

sual tasks perform well with low-resolution inputs, reading-

intensive applications demand high-resolution, resulting in

significant computational overhead. Using OCR-extracted

text in VLM prompts partially addresses this issue but un-

derperforms compared to full-resolution counterpart, as it

lacks the complete visual context needed for optimal perfor-

mance. We introduce DocVLM, a method that integrates an

OCR-based modality into VLMs to enhance document pro-

cessing while preserving original weights. Our approach

employs an OCR encoder to capture textual content and

layout, compressing these into a compact set of learned

queries incorporated into the VLM. Comprehensive eval-

uations across leading VLMs show that DocVLM signifi-

cantly reduces reliance on high-resolution images for docu-

ment understanding. In limited-token regimes (448→448),

DocVLM with 64 learned queries improves DocVQA re-

sults from 56.0% to 86.6% when integrated with InternVL2

and from 84.4% to 91.2% with Qwen2-VL. In LLaVA-

OneVision, DocVLM achieves improved results while us-

ing 80% less image tokens. The reduced token usage al-

lows processing multiple pages effectively, showing impres-

sive zero-shot results on DUDE and state-of-the-art perfor-

mance on MP-DocVQA, highlighting DocVLM’s potential

for applications requiring high-performance and efficiency.

1. Introduction
The ability to read and interpret text within images is crucial
for numerous real-world applications, particularly in docu-
ment understanding. This field encompasses diverse docu-
ment types, from dense-text to infographics and multipage
documents [25, 39–41, 50], involving tasks that require ca-
pabilities in text comprehension, layout understanding, and
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Figure 1. DocVLM enhances VLMs’ reading capabilities. In-
tegrating DocVLM (solid lines) in top-performing VLMs (dashed
lines) consistently improves the performance across all token bud-
gets, frequently surpassing the baseline at higher token counts.

visual interpretation. Despite progress in VLMs, process-
ing such documents remains challenging [37], primarily due
to the tension between resolution requirements and com-
putational efficiency. While typical computer vision tasks
achieve good performance with low-resolution inputs (typ-
ically 224!224 or 336!336 pixels), document analysis de-
mands significantly higher resolutions, resulting in substan-
tial computational overhead [10, 60].

To address these challenges, some methods incorporate
OCR-extracted text directly into language model prompts
[8, 17]. However, this approach typically lags behind OCR-
free methods with full-resolution, as it fails to capture cru-
cial visual context and layout information [54]. Moreover,
it often produces long sequence inputs, increasing latency
and computational costs, especially for dense documents.

Alternatively, recent VLMs [20, 31, 53] have introduced
specialized mechanisms to reduce visual token count, such
as image resizing, tiling limits, and feature downsampling.
However, when applied to document understanding, these
methods result in significant performance degradation, cre-
ating an undesirable trade-off between computational effi-
ciency and accuracy, as demonstrated in Fig. 1. These lim-
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itations underscore the need for a more efficient approach
that maintains high-performance document understanding
while reducing computational demands.

To overcome these limitations, we introduce DocVLM, a
model-agnostic method that enhances VLMs’ reading abil-
ity by utilizing OCR information effectively. Our approach
employs an OCR encoder to capture both contextual and
layout details from OCR-extracted text, compressing these
encodings into 64 learned queries. These queries are pro-
jected and fed into the LLM part of the VLM alongside vi-
sual features. Unlike some previous methods [5, 19, 30, 32],
our compression mechanism avoids the need for a separate
compression module or alterations to the LLM architecture.

We demonstrate DocVLM’s effectiveness across mul-
tiple state-of-the-art VLMs: LlaVA-OneVision [31], In-
ternVL2 [18], and Qwen2-VL [53], each employing a
unique image token reduction technique. As illustrated
in Figure 1, our method significantly improves perfor-
mance, particularly in low input token regimes. Our exper-
iments demonstrate consistently, across all studied VLMs
and visual token budgets, that DocVLM’s OCR encoder not
only outperforms the baseline of inserting OCR words into
VLMs but also achieves this superior performance when
compressed to just 64 tokens. This dual advantage of im-
proved performance and reduced token usage allows for
better utilization of fixed token budgets, enabling the al-
location of more tokens for visual processing and further
enhancing overall performance.

Importantly, this reduction in sequence length improves
the scalability of our approach, enabling its application
to multipage document understanding tasks without addi-
tional training. We demonstrate that DocVLM can be seam-
lessly extended to long-context scenarios, such as multipage
DocVQA [50, 51]. While current OCR-free approaches
struggle with the overwhelming amount of data in multi-
page documents [27], our method achieves strong zero-shot
performance on DUDE and surpasses the current state-of-
the-art results on MP-DocVQA (86.3% vs. 80.3%), despite
not being trained on multipage data.
Main contributions:
• DocVLM, a model-agnostic method that efficiently inte-

grates OCR information into VLMs, capturing both text
and layout without complex integration techniques.

• A compression mechanism that reduces OCR data into a
compact set of typically 64 learned queries, significantly
reducing computational overhead.

• Demonstration of DocVLM’s effectiveness across dif-
ferent VLM architectures, LlaVA-OneVision, InternVL2,
and Qwen2-VL, showing significant performance im-
provements in low input token regimes (448→448).

• Extension of DocVLM to long-context tasks, achieving
strong zero-shot performance on DUDE and SOTA re-
sults on MP-DocVQA without multipage training data.

2. Related Work

OCR-free Document VLMs. Early VLMs[5, 9, 22, 23,
32, 36, 44, 59, 61] used relatively small image sizes (e.g.,
224 → 224 and 336 → 336), performing well on natural-
image tasks but falling short in document understanding.
To address this, recent approaches enhance document un-
derstanding capabilities by operating on high-resolution im-
ages, developing various strategies to manage the result-
ing computational burden. Direct processing methods like
Donut [29], PaLI-X [16], and Qwen2-VL [53] attempt full-
resolution processing but often resort to image resizing for
computational feasibility. Tile-based approaches such as
UReader [56] and InternVL2 [18] improve efficiency by
processing image tiles independently. Other methods, ex-
emplified by LLaVA-1.5 [31] and LLaVA-OneVision [35],
process full-scale images as tiles but downsample the result-
ing visual features. While these approaches offer different
trade-offs, our experiments show their performance deterio-
rates significantly when constrained to fewer visual tokens.

OCR-Enhanced Document Understanding. The
widespread availability of efficient, open-source OCR
models and cost-effective commercial solutions has driven
broad adoption of OCR-based approaches in document
understanding [1–4, 21, 28, 34, 43, 46, 57, 58]. Several
recent works [9, 16, 17, 19] have explored integrating OCR
systems with VLMs by feeding extracted text directly into
the language model component. Some approaches further
enhance this integration by incorporating spatial layout in-
formation [12, 14, 22, 52, 54]. While these methods reduce
the computational burden of processing high-resolution
images, they currently lag behind OCR-free approaches
in performance. Additionally, they face challenges with
lengthy input sequences, particularly in multipage settings,
which can increase latency and computational costs.

Document Representation Compression. To address effi-
ciency challenges in processing documents, various com-
pression techniques have been developed. For OCR-
enhanced approaches, [14] proposed compressing the OCR
signal in multi-page documents using a Compression Trans-
former, which, despite improving performance in multi-
page benchmarks, introduces significant complexity to the
system. In the OCR-free setting, generic VLM approaches
like Q-former [32] and Resampler [5] compress visual
features but struggle with text-dense images. Document-
specific methods such as TokenPacker [33] and DocCom-
pressor [27] achieve effective visual compression but show
reduced performance on document understanding tasks. In
contrast, rather than compressing high-resolution visual in-
puts, our DocVLM method operates on lower-resolution
images and compresses the extensive OCR signal, includ-
ing textual and layout information, into a compact set of
features (typically 64).
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3. Our Method
We present DocVLM, a model-agnostic approach that en-
hances VLMs’ reading capabilities, enabling operation with
lower-resolution inputs while maintaining or improving
document understanding accuracy. Our design preserves
the base VLM weights, facilitating easy integration across
different model architectures and providing flexibility to
balance OCR and visual tokens during inference.

3.1. Architecture
Our method introduces two main components that comple-
ment existing VLM architectures: an OCR encoder that pro-
cesses OCR extracted text and layout information, and a
query compression mechanism that distills this information
into a compact representation. We integrate these compo-
nents with pre-trained VLMs, which employ various strate-
gies to control the number of visual tokens for efficient pro-
cessing. Figure 2 illustrates the overall architecture.

OCR Encoder Architecture We utilize Doc-
FormerV2 [7], a T5-based encoder-decoder [45] designed
for document understanding, which incorporates vision,
language, and spatial features. Specifically, we leverage
only the encoder component, which comprises 344 mil-
lion parameters, and omit its visual branch to eliminate
redundancy with the VLM’s vision capabilities and reduce
computational complexity. The encoder processes two
types of inputs: user instructions and OCR data from an
OCR system, which consists of textual tokens and their cor-
responding 2D positional information [6, 7, 12, 14, 22, 26].

Query Compression Mechanism To efficiently integrate
OCR information into VLMs, we introduce an instruction-
aware compression mechanism that distills the OCR en-
coder’s output into a compact set of learned queries. This
mechanism significantly reduces the input sequence length
for the language model while preserving essential document
information. The compression process utilizes M learnable
queries Q (typically M = 64), initialized randomly fol-
lowing the OCR encoder embeddings’ distribution. These
queries are processed by the OCR encoder alongside two
types of embeddings: OCR embeddings (EOCR), which en-
code both OCR tokens and their bounding boxes, and in-
struction embeddings (EInstructions). The encoding process
can be represented as:

Encoder([EOCR,EInstructions,Q]).

From the encoder output, we retain only the M features cor-
responding to the learned queries. These compressed fea-
tures are then projected to match the VLM’s hidden dimen-
sion and concatenated with the visual tokens before entering
the language model. This compression significantly reduces
the LLM’s input sequence length, enabling either more ef-
ficient processing or, under a fixed token budget, allocation
of additional tokens to visual features.

LLM Decoder

Downsample

OCR

VLM

OCR 
Module

OCR Emb.

Encoder

OCR text OCR 2D position Learnable tokens

Instruction

 M << KK

Dynamic Res.

Vision Module

Figure 2. DocVLM Architecture. DocVLM enhances document
understanding in frozen VLMs by integrating an OCR module
with a query compression mechanism. By condensing OCR data
into M = 64 learnable tokens, DocVLM effectively complements
visual information, surpassing the VLM’s inherent approaches of
increasing image resolution or visual feature dimensions.

Vision Process OCR-free VLMs employ different visual
processing methods and various strategies to control the
number of visual tokens, aiming to reduce the computa-
tional cost of processing high-resolution images needed for
document understanding. These approaches can be grouped
into three main paradigms:
1. Full Image Processing with Image Resizing (e.g.,

Qwen2-VL [53]): In this approach, the model processes
the entire image as a single input, controlling the num-
ber of visual tokens by resizing the image to a fixed or
range-constrained image resolutions. While this image
processing preserves global context, it incurs quadratic
computational complexity with respect to the number of
visual tokens.

2. Patch-Based Processing with Controlled Tile Count
(e.g., InternVL2 [18]): This strategy segments the in-
put image into spatial tiles, processing each indepen-
dently, and controls the number of visual tokens by lim-
iting the number of tiles. While most implementations
incorporate a low-resolution global view, the primary fo-
cus on local processing may compromise global context
understanding. The computational complexity for this
approach scales linearly with respect to the number of
tiles as the image increase. The result is improved mem-
ory efficiency compared to processing the full image at
once, especially for large images.

3. Full-Scale Processing with Feature Downsampling
(e.g., LlaVA-OneVision [35]): Some VLMs initially
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process full-scale images, but then downsample the vi-
sual features into maximal token count before feeding
them to the LLM. While this method captures both
global and local context, it introduces significant com-
putational overhead during initial full-scale processing.

Experimental results confirm that our OCR query com-
pression mechanism significantly enhances document un-
derstanding capabilities across all three visual processing
strategies, demonstrating its effectiveness as a universal en-
hancement to existing VLM architectures.

3.2. Training Strategy
Our training strategy aims to integrate the OCR modality
into existing VLMs while preserving their core strengths.
To achieve this, we keep the VLM completely frozen
throughout the process and train only the newly introduced
OCR components, i.e., the learnable queries, the OCR en-
coder, and the projection layer. We employ a two-stage
training strategy to gradually incorporate the OCR modality
into the pre-trained VLM:
Stage I: OCR-LLM Alignment. During this stage, we
withhold image input from the VLM, forcing the model to
rely solely on the newly introduced OCR modality. This
approach ensures full utilization of OCR data, aligns OCR
components with the LLM input space, and reduces se-
quence length, improving training efficiency. Given the
focus on text input, our dataset selection concentrates on
text-related tasks. We begin by training only the randomly
initialized components: the learnable queries and projec-
tion layer. This allows these components to adapt without
disrupting the pretrained OCR encoder. Subsequently, we
unfreeze the OCR encoder for fine-tuning, enabling a more
comprehensive alignment of the entire encoder to the VLM.
Stage II: Vision Alignment. In this final stage, we incor-
porate visual information extracted from the visual encoder,
encouraging the OCR components to complement the vi-
sual features. Our experiments reveal this stage has a par-
ticularly strong effect when using fewer learned queries,
allowing the compressed OCR information to better sup-
plement the information acquired from the visual modality
(see Sec. 5). During this stage, we add more visually fo-
cused datasets to the training process. Note that despite our
method preserving the original VLM weights, it might im-
plicitly inject bias through prompt tuning. To avoid this, the
training data should represent all tasks of interest.

3.3. Multipage Document Extension
We conduct our training procedure on single-page data only.
However, our approach can be extended to operate on mul-
tipage documents. Given a multipage input and its OCR
information, the VLM independently processes each page
image and concatenates the resulting visual features. For
the OCR information, we explore two strategies: Global

Encoding, which compresses the entire document’s OCR
information into 64 learnable queries, and Page-wise En-

coding, which compresses each page’s OCR information
separately into 64 learnable queries and then concatenates
them, resulting in 64 → number of pages learned queries.
After processing the OCR information using either strategy,
we feed the resulting compressed OCR features along with
the concatenated visual features into the LLM.

Our experiments demonstrate that both approaches are
highly effective and efficient in processing multipage doc-
uments. Using either approach with a restricted number
of visual tokens, we obtain strong zero-shot results on
DUDE [51] and state-of-the-art results on MP-DocVQA
[50]. The page-wise encoding strategy yields slightly better
results for lower numbers of visual tokens.

4. Experiments
4.1. Experimental Setting
Model Integration: We evaluate DocVLM through inte-
gration with three leading open-source VLMs: LLaVA-
OneVision [31], InternVL2 [18], and Qwen2-VL [53]. As
discussed in Sec. 3.1, these models employ distinct token
reduction strategies, enabling us to assess DocVLM’s ef-
fectiveness across different visual processing approaches.
Training: Our training protocol, detailed in Sec. 3.2, em-
ploys a two-phase strategy. The initial phase focuses on
text-centric tasks using datasets spanning document un-
derstanding (DocVQA [40], InfoVQA [41]), scene text
analysis (ST-VQA [11], TextVQA [48], OCR-VQA [42]),
and specialized tasks (ChartQA [39], TextCaps [47], TAT-
DQA [62]). The subsequent vision alignment phase in-
corporates additional visual-centric datasets: COCO Cap-
tion [15] and VQA-V2 [24].
Evaluation: For evaluation, we focus on five key bench-
marks: DocVQA, TextVQA, ST-VQA, InfoVQA, and
TextCaps. Results are reported on test sets where available,
with TextVQA and TextCaps evaluated on validation sets
due to test server restrictions. We use ANLS as the evalu-
ation metric for all datasets, except TextVQA, which uses
VQAScore, and TextCaps, which uses CIDEr. To demon-
strate DocVLM’s generalization capabilities, we conduct
zero-shot evaluation on multipage document understand-
ing benchmarks: DUDE [51] and MP-DocVQA [50]. This
zero-shot performance is particularly noteworthy as our
model is trained exclusively on single-page documents. The
supplementary presents additional implementation details,
including hyperparameters and optimization strategies, and
robustness analysis to different OCR systems.

4.2. State-of-the-art Comparisons
Table 1 presents comprehensive comparisons between
DocVLM and other state-of-the-art methods across var-
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Method # Tok. #P DocVQA TextVQA ST-VQA InfoVQA TextCAPS MP-DocVQA DUDEω

No Token Limitations
GPT-4o 92.8 77.4 - 79.2 - - -
Gemini 1.5 Pro 93.1 78.7 - 81.0 - - -
GPT-4V 87.2 78.0 - 75.1 - - -
KOSMOS-2.5-CHAT 4K 1.3B 81.1 40.7 - 41.3 - - -
TextSquare 2.5K 8.6B 84.3 66.8 - 51.5 - - -
ScreenAI 3.5K 5B 87.8 - - 57.8 - 72.9 -
ScreenAI+OCR 4.3K 5B 89.9 - - 65.9 - 77.1 -
Pali-3 5.5K 5B 86.7 79.5 84.1 57.8 158.8 - -
Pali-3+OCR 6.3K 5B 88.6 80.8 85.7 62.4 164.3 - -

# Tokens ↑ 1.5k
UReader 841 7B 65.4 57.6 - 42.2 118.4 - -
Monkey 1.3K 9B 66.5 64.3 - 36.1 93.2 - -
TextMonkey 768 9B 73.0 65.9 - 28.6 - - -
Vary 256 7B 76.3 - - - - - -
DocOwl2 324 8B 80.7 66.7 - 46.4 131.8 69.4 46.8
GRAM 900 1B 85.3 - - - - 80.3 51.2
GRAMC-Former 256 1B 87.6 - - - - 77.6 45.5
DocFormer v2 1K 1B 87.8 64.0 71.8 48.8 - 76.4 48.4
LLaVA-OneVision 7K 7B 87.5 76.1 71.1 68.8 138.0 OOM OOM
LLaVA-OneVision 1.5K 7B 66.5 72.1 70.6 45.6 112.9 41.8 28.7
DocVLMLLaVA-OneVision (Ours) 1.5K 7B 88.4 76.9 70.8 61.0 145.3 77.9 43.8
InternVL 2 3.1K 8B 91.6 77.4 - 74.8 - OOM OOM
InternVL 2 256 8B 56.0 65.7 65.7 38.4 51.1 51.0 30.5
DocVLMInternVL2 (Ours) 320 8B 86.6 71.2 74.3 57.6 119.4 76.2 43.3
InternVL 2 1280 8B 85.7 75.5 68.3 61.5 43.7 78.1 42.2
DocVLMInternVL2 (Ours) 1344 8B 91.0 76.7 76.7 65.4 123.4 81.8 45.6
Qwen2-VL 16k 7B 94.5 84.3 70.7 76.5 150.2 OOM OOM
Qwen2-VL 320 7B 84.4 78.0 70.1 54.1 142.1 73.0 41.5
DocVLMQwen2-VL (Ours) 320 7B 91.2 79.6 76.5 61.2 144.3 81.7 46.1
Qwen2-VL 576 7B 91.5 82.3 70.5 65.3 145.0 82.1 45.9
DocVLMQwen2-VL (Ours) 576 7B 92.8 82.8 79.8 66.8 150.4 84.5 47.4

Table 1. Comparison with State-of-the-Art Methods. Performance evaluation of DocVLM against state-of-the-art approaches on docu-
ment understanding benchmarks. Results are categorized into unconstrained models and those with a 1.5k token limit. In the constrained
token regime, DocVLM consistently enhances the performance of baseline VLMs across various tasks and visual token budgets. Notably,
DocVLM paired with Qwen2-VL (576 tokens) achieves superior performance across all evaluated datasets, including state-of-the-art zero-
shot accuracy on DUDE. ’ω’ indicates zero-shot evaluation, with grey entries denoting non-zero-shot results.

ious document understanding benchmarks, highlighting
DocVLM’s ability to improve performance under token
constraints. We categorize the results into two main groups:
methods without token constraints (both closed and open-
source models) and those operating under a 1.5k token limit.
We mainly focused on models with around 7B parameters
and include methods using an OCR system such as Pali-
3 [10] ScreenAI [8], DocFormerV2 [7], and GRAM [14].

To evaluate DocVLM’s effectiveness under token con-
straints, we integrated it with three baseline models: LlaVA-
OneVision [31], InternVL2 [18], and Qwen2-VL [53], each
configured to operate within the 1.5k token limit. For
LlaVA-OneVision, we utilized the minimal visual token
configuration (single visual features tile). InternVL2 was
tested with both single-tile (256 tokens) and four-tile (1280
tokens) configurations, while Qwen2-VL was evaluated
with 256 and 512 visual tokens, corresponding to image

sizes of 448→ 448 and 616→ 616 respectively.
Under the practical 1.5k token constraint, incorporating

DocVLM with each of these baseline models yields sub-
stantial and consistent improvements. Notably, these im-
provements persist even in looser token regimes, such as In-
ternVL2 with 1280 visual tokens and Qwen2-VL with 576
visual tokens. Within this constraint, our Qwen2-VL vari-
ant with DocVLM, using just 576 tokens, achieves state-
of-the-art performance across all benchmarks: 92.8% on
DocVQA, 82.8% on TextVQA, 79.8% on ST-VQA, 66.8%
on InfoVQA, and a CIDEr score of 150.4 on TextCAPS. As
detailed in the Appendix, DocVLM achieves these results
with significant computational advantages.

DocVLM also demonstrates exceptional capability in
handling multipage documents. Using the same 576-token
configuration described earlier, it achieves 84.5% accuracy
on MP-DocVQA, surpassing previous state-of-the-art re-
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Q: How many mining assets were in 2009?

LLaVA-OV [AnyRes 1]

2,134

DocVLMLaVA-OV 

1,342

Qwen2VL [256 Image Tokens]

To determine the number of mining assets in 2009, we 
need to look at the "Mining assets" section in the table 
provided. From the table: In 2009, the mining assets 
were 2,154. So, the number of mining assets in 2009 
was 2,154.

DocVLMQwen2VL

1,342

Q: What are the items and their prices?

LLaVA-OV [AnyRes 9]

The receipt lists the following items and their prices:
Front and rear brake cables - $100.00
New set of pedal arms - $15.00
Labor 3hrs - $15.00

DocVLMLLaVA-OV 

Front and rear brake cables, 100.00, New set of pedal 
arms, 15.00, Labor 3hrs, 5.00

Qwen2VL [1500 Image Tokens]

The items and their prices are:
Front and rear brake cables - $100.00
New set of pedal arms - $15.00
Labor 3hrs - $15.00

DocVLMQwen2VL 

The items and their prices are:
Front and rear brake cables: $100.00
New set of pedal arms: $15.00
Labor 3hrs: $5.00

Q: Which item has 67 numbers of surveys collecting 
data. Provide the response in the following format: 
[item: number of surveys]

LLaVA-OV [AnyRes 1]

[Uniform: 67]

DocVLMLLaVA-OV

Transportation

Qwen2VL [256 Image Tokens]

[Uniform: 67]

DocVLMQwen2VL

[Transportation: 67]

Q: What is the status of the flight to Los Angeles?

LLaVA-OV [AnyRes 9]

The flight to Los Angeles is on time.

DocVLMLLaVA-OV

Cancelled

Qwen2VL [256 Image Tokens]

The status of the flight to Los Angeles is "On Time".

DocVLMQwen2VL 

cancelled

Figure 3. Qualitative Results. Representative examples of DocVLM’s performance across diverse document formats, from dense text to
infographics and scene text. Our model successfully handles complex layouts, dense content, and presents instruction-following capabilities
without explicit training on such datasets. Each example includes an image-instruction pair with baseline and DocVLM predictions.

sults. Furthermore, this setup shows robust generalization
capabilities with a zero-shot performance of 47.4% accu-
racy on the DUDE dataset, despite not being specifically
trained for multipage document processing.

4.3. Qualitative Results

Figure 3 illustrates DocVLM’s enhanced capabilities
through representative examples that demonstrate three key
strengths of our method: (1) improved reading comprehen-
sion in complex document layouts, (2) effective handling of
dense textual content despite using compressed representa-
tions, and (3) preserved and enhanced instruction-following
capabilities.

The examples span diverse document types, from dense
text documents to infographics and scene text, showcas-
ing DocVLM’s versatility. In the infographic example,
DocVLM not only preserves but enhances the base model’s
instruction-following capabilities, despite our OCR compo-
nent not being explicitly trained on instruction-following
datasets like [49]. This demonstrates that our compression
mechanism successfully retains crucial textual and layout
information while significantly reducing token usage.

4.4. Scaling to Multipage Documents

Building on the promising multipage results in Tab. 1, we
conduct an in-depth analysis of different DocVLM config-
urations for multipage document understanding. This anal-
ysis focuses on the Qwen2-VL base model, tested on the
MP-DocVQA dataset with documents up to 20 pages long
– a scale that most other state-of-the-art methods struggle to
handle due to token limitations.

Table 2 compares four OCR integration strategies used
during inference in multipage scenarios:
• Baseline: vision-only input (no additional tokens)
• Direct OCR word insertion: up to 800 tokens per page
• Global OCR encoding: 64 tokens total
• Page-wise OCR encoding: 64 tokens per page

Results indicate consistent improvements over the base-
line across all image resolutions (256, 512, and 1024 to-
kens), with only minimal additional token usage – just 64
tokens for the entire document in the global encoding case.
Notably, at 256 visual tokens per page, both page-wise en-
coding (82.4%) and global encoding (81.7%) outperform
direct OCR word insertion (79.1%) while using signifi-
cantly fewer tokens.

Our best configuration achieves state-of-the-art perfor-
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Method LLM OCR Input Image Tok. OCR Tok. ANLS
DocOwl2 [27] – 324→ pg – 69.4
GRAMC-Former [14] – 100→ pg 256 77.6
GRAM [14] – 100→ pg 800→ pg 80.3

Qwen2-VL – 256→ pg – 73.0
OCR Words 256→ pg 800→ pg 79.1

DocVLMQwen2-VL Global Encoding 256→ pg 64 81.7
DocVLMQwen2-VL Page-wise Encoding 256→ pg 64→ pg 82.4
Qwen2-VL – 512→ pg – 82.1
DocVLMQwen2-VL Global Encoding 512→ pg 64 84.5
DocVLMQwen2-VL Page-wise Encoding 512→ pg 64→ pg 85.2
Qwen2-VL – 1024→ pg – 85.2
DocVLMQwen2-VL Global Encoding 1024→ pg 64 86.3
DocVLMQwen2-VL Page-wise Encoding 1024→ pg 64→ pg 86.3

Table 2. Extension to Multipage. Comparison on MP-DocVQA
of approaches for incorporating OCR information in multipage
document understanding. Both DocVLM multipage extension
strategies: global encoding (64 tokens per document) and page-
wise encoding (64 tokens per page), outperform previous state-of-
the-art methods, notably, without any explicit multipage training.

mance of 86.3% ANLS, significantly outperforming spe-
cialized multipage models like GRAM (80.3%). This is par-
ticularly impressive considering that DocVLM was trained
exclusively on single-page inputs, demonstrating strong
zero-shot generalization to multipage scenarios.

The comparison between encoding strategies reveals that
page-wise encoding consistently outperforms global encod-
ing at lower visual token counts, providing a +0.7% im-
provement for both 256 and 512 image tokens per page.
This advantage diminishes at 1024 tokens where both
achieve identical performance (86.3% ANLS). Remarkably,
DocVLM with page-wise encoding matches or even outper-
forms the baseline Qwen2-VL using twice as many visual
tokens, highlighting the efficiency of our approach.

5. Ablation Study
Impact of OCR Encoding Strategies To evaluate the
impact of OCR encoding compression, we compare three
strategies for integrating OCR information: (1) inserting
raw OCR words in the original VLM, (2) using DocVLM
uncompressed OCR encodings, and (3) DocVLM com-
pressed OCR encodings with 64 learned queries. We evalu-
ate these approaches on the DocVQA test set using three
representative model configurations: LLaVA-OneVision
with 1.5K visual tokens, and both InternVL2 and Qwen2-
VL with 256 visual tokens each.

Results in Tab. 3 demonstrate that DocVLM’s OCR en-
codings significantly outperform raw OCR words across all
three models while maintaining the same token count. No-
tably, our compressed encoding approach, using just 64 to-
kens instead of 800 OCR tokens, preserves most of these
improvements while drastically reducing sequence length.
This efficient compression enables a more favorable alloca-
tion of the token budget, allowing models to dedicate more
tokens to visual processing without compromising OCR ef-

LLM OCR Input OCR Tok. LLaVA-OV InternVL2 Qwen2-VL
1.5K 256 256

OCR Words 800 85.8 84.4 89.1
OCR Encoding 800 89.4 89.2 91.9
64 Compressed Encoding 64 88.4 86.6 91.2

Table 3. OCR Encoding Strategies. DocVQA results for insert-
ing OCR information using (1) OCR words (baseline), (2) uncom-
pressed OCR encodings, and (3) 64 compressed OCR encodings.

fectiveness. The results validate that DocVLM’s compres-
sion strategy successfully balances performance with com-
putational efficiency, a key factor for practical applications.

Balancing Vision and OCR Token Allocation Modern
VLMs employ various mechanisms to reduce visual token
count, creating an inherent trade-off between computational
efficiency and model performance, as discussed in Sec. 3.1.
We investigate how DocVLM can improve this trade-off by
comparing four configurations: (1) baseline VLM without
OCR, (2) direct OCR word insertion, (3) DocVLM with
uncompressed OCR encodings, and (4) DocVLM with 64
compressed learned queries.

Figure 4 presents the performance scores on DocVQA
validation (left y-axis) and total token counts (right y-axis)
for three VLM architectures, showing how these metrics
vary across different visual token allocations. Each model
employs a distinct token reduction approach: LLaVA-
OneVision controls token count through feature downsam-
pling (AnyRes Max), InternVL2 limits the number of pro-
cessed image tiles (Dynamic Max Batch), and Qwen2-VL
adjusts image resolution to constrain token count.

Our analysis reveals that integrating OCR information,
regardless of the method used, consistently improves per-
formance across all models, with particularly pronounced
gains in low visual token regimes. However, uncompressed
OCR integration methods, whether through direct word in-
sertion or uncompressed DocVLM encodings, require 800
tokens – a significant overhead that could otherwise be al-
located to visual processing. For instance, allocating 128
tokens for visual and 800 for OCR in Qwen2-VL achieves
84.3% using OCR words and 90.1% using uncompressed
encodings. In contrast, using 896 pure visual tokens reaches
92.4%, demonstrating the potential benefit of allocating
more tokens to visual processing. DocVLM’s compression
mechanism provides a superior option by requiring only 64
tokens for OCR information while maintaining strong per-
formance. In the above example, our approach using fewer
tokens, allocating 768 visual tokens and 64 OCR tokens,
reaches 93.0%, outperforming the 90.1% obtained with the
uncompressed encodings, highlighting DocVLM’s effective
balance between visual and OCR tokens.
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Figure 4. Balancing Performance and Compute. Analysis of model performance (lines, left y-axis) and token usage (bars, right y-axis)
as a function of visual token allocation. Each model employs its inherent token control strategy: AnyRes max for feature downsampling
(LLaVA One-Vision), dynamic max tiles (InternVL2), and max image tokens for resolution control (Qwen2-VL). The results highlight that
DocVLM consistently improves performance with minimal overhead (64 tokens), offering an efficient OCR-visual token allocation.

Figure 5. Compression Levels. DocVQA validation results for
DocVLM integrated with Qwen2-VL across varying OCR and im-
age token budgets. ”0” represents the baseline, while ”Full” indi-
cates uncompressed encodings.

Compression Levels We deepen our analysis of the
OCR-visual token trade-off by examining different com-
pression levels in DocVLM integrated with Qwen2-VL.
Fig. 5 presents ANLS scores across various combinations
of visual tokens (128-1024) and learned queries (16-256),
including baselines without OCR and with uncompressed
encoding. In low visual token regimes, increasing the num-
ber of learned queries yields substantial improvements, val-
idating our compression mechanism’s effectiveness in cap-
turing relevant OCR information. Notably, even with just 16
learned queries, DocVLM outperforms the baseline across
all visual token configurations, offering strong performance
with minimal computational overhead.

Training Stages Tab. 4 illustrates the impact of the vision
alignment stage on ANLS performance for DocVLM with
the LLaVA-OneVision base model on the DocVQA test set,
showing results for varying numbers of learned queries (16
to 128) and the uncompressed case. Our two-stage train-
ing process initially trains OCR modality components with-

Training Phases Compressed Enc. OCR Enc.
16 64 128 800

Stage I: OCR-LLM Alignment 81.7 85.8 86.3 89.4
+ Stage II: Vision Alignment 87.9 88.4 88.4 90.1

! +6.2 +2.6 +2.1 +0.7

Table 4. Training Phases. Second-stage training consistently im-
proves DocVQA performance, both with compressed DocVLM
tokens and full OCR encoding.

out image input, forcing reliance on OCR data alone, be-
fore reintroducing the image in the vision alignment stage
to adapt learned queries alongside visual information. The
results reveal that vision alignment significantly boosts per-
formance, especially with fewer learned queries: for in-
stance, with 16 learned queries, there’s an improvement
of +6.2, compared to +0.7 in the uncompressed case. No-
tably, after vision alignment, DocVLM with only 16 learned
queries outperforms the baseline of OCR words (from Ta-
ble 3). These findings underscore the effectiveness of our
two-stage training method.

6. Conclusions
Our results demonstrate that DocVLM can be effectively in-
tegrated into various VLMs to enhance their document read-
ing capabilities while significantly reducing their depen-
dency on extensive vision tokens. The key takeaway is that
in token-constrained scenarios, allocating a small portion of
tokens to OCR information consistently yields better results
than than using those tokens solely for visual processing.
The effectiveness of our compression mechanism extends
beyond single-page documents, as evidenced by achieving
state-of-the-art results on MP-DocVQA using the same 64
tokens to represent multiple pages. These results establish
DocVLM as a practical solution for enhancing document
understanding in real-world applications where computa-
tional efficiency is crucial.
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