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Abstract

Large models training is plagued by the intense compute cost and limited hardware memory. A practical solution is low-precision representation but is troubled by loss in numerical accuracy and unstable training rendering the model less useful. We argue that low-precision floating points can perform well provided the error is properly compensated at the critical locations in the training process. We propose COLLAGE which utilizes multi-component float representation in low-precision to accurately perform operations with numerical errors accounted. To understand the impact of imprecision to training, we propose a simple and novel metric which tracks the lost information during training as well as differentiates various precision strategies. Our method works with commonly used low-precision such as half-precision (16-bit floating points) and can be naturally extended to work with even lower precision such as 8-bit. Experimental results show that pre-training using COLLAGE removes the requirement of using 32-bit floating-point copies of the model and attains similar/better training performance compared to (16,32)-bit mixed-precision strategy, with up to 3.7× speedup and ~15% to 23% less memory usage in practice. The code is available at https://github.com/amazon-science/collage.

1. Introduction

Recent success of large models using transformers backend has gathered the attention of community for generative

language modeling (GPT-4 (OpenAI et al., 2023), LaMDA (Thoppilan et al., 2022), LLaMa (Touvron et al., 2023)), image generation (e.g., Dall-E (Betker et al., 2023)), speech generation (such as Meta voicebox, OpenAI jukebox (Le et al., 2023; Dhariwal et al., 2020)), and multimodality (e.g. gemini (Team et al., 2023)) motivating to further scale such models to larger size and context lengths. However, scaling models is prohibited by the hardware memory and also incur immense compute cost in the distributed training, such as ~1M GPU-hrs for LLaMA-65B (Touvron et al., 2023), thus asking the question whether large model training could be made efficient while maintaining the accuracy?

Previous works have attempted to reduce the memory consumption and run models more efficiently by reducing precision of the parameter’s representation, at training time (Zhang et al., 2022; Kuchaiev et al., 2018; 2019; Peng et al., 2023) and post-training inference time (Courbariaux et al., 2016; Rastegari et al., 2016; Choi et al., 2019). The former one is directly relevant to our work using low-precision storages at training time, but it suffers from issues such as numerical inaccuracies and narrow representation range. Researchers developed algorithms such as loss-scaling and mixed-precision (Micikevicius et al., 2018; Shoeybi et al., 2020) to overcome these issues. Existing algorithms still face challenges in terms of memory efficiency as they require the presence of high-precision clones and computations in optimizations. One critical limitation of all the aforementioned methods is that such methods keep the “standard format” for floating-points during computations and lose information with a reduced precision.

In this work, we elucidate that in the setting of low-precision (for example, 16-bit or lower) for floating point, using alternative representations such as multiple-component float (MCF) (Yu et al., 2022b) helps in making reduced precision accurate in computations. MCF was introduced as “expansion” (Priest, 1991) in C++ (Hida et al., 2008) and hyperbolic spaces (Yu & De Sa, 2021) representation. Recently, MCF has been integrated with PyTorch in the MCTensor library (Yu et al., 2022b).

We propose COLLAGE, a new approach to deal with floating-point errors in low-precision to make LLM training
accurate and efficient. Our primary objective is to develop a training loop with storage strict in low-precision without a need to maintain high-precision clones. We realize that when dealing with low-precision floats (such as Bfloat16), the “standard” representation is not sufficient to avoid rounding errors which should not be ignored. To solve these issues, we rather apply an existing technique of MCF to represent floats which (i) either encounters drastic rounding effects, (ii) the scale of the involved floats has a wide range such that arithmetic operations were lost. We implemented COLLAGE as a plugin to be easily integrated with the well-known optimizers such as AdamW (Loshchilov & Hutter, 2017) (extensions to SGD (Ruder, 2017) are straightforward) using low-precision storage & computations. By turning the optimizer to be more precision-aware, even with additional low-precision components in MCF, we obtain faster training (upto $3.7 \times$ better train throughput on 6.7B GPT model, Table 7) and also have less memory foot-print due to strict low-precision floats (see Figure 1 right), compared to the most advanced mixed precision baseline.

We have developed a novel metric called “effective descent quality” to trace the lost information in the optimizer model update step. Due to rounding and lost arithmetic (see definition in Section 3.1), the effective update applied to the model is different from the intended update from optimizer, thus distorting the model training trajectory. Tracing this metric during the training enables to compare different precision strategies at a fine-grained level (see Figure 3 right).

In this work, we answer the critical question of where (which computation) with low-precision during training is severely impacting the performance and why? The main contributions are outlined as follows.

- **We provide COLLAGE as a plugin** which could be easily integrated with existing optimizer such as AdamW for low-precision training and make it precision-aware by replacing critical floating-points with MCF. This avoids the path of high-precision master-weights and upcasting of variables, achieving memory efficiency (Figure 1 right).

- **By proposing the metric effective descent quality,** we measure loss in the information at model update step during the training process and provide better understanding of the impact of precisions and interpretation for comparing precision strategies.

- **COLLAGE offers wall-clock time speedups** by storing all variables in low-precision without upcasting. For GPT-6.7B and OpenLLaMA-7B, COLLAGE using bfloat16 has up to $3.7 \times$ speedup in the training throughput in particular settings, in comparison with mixed-precision strategy with FP32 master weights while following a similar training trajectory. The peak memory savings for GPTs (125M - 6.7B) is on average of $22.8\%/14.9\%$ for COLLAGE formations (light/-plus), respectively.

- **COLLAGE trains accurate** models using only low-precision storage compared with FP32 master-weights counterpart. For RoBERTa-base, the average GLUE accuracy scores differ by $+0.85\%$ among the best baseline in Table 4. Similarly, for GPT of sizes 125M, 1.3B, 2.7B, 6.7B, **COLLAGE has similar validation perplexity** as FP32 master weights in Table 5.

## 2. Background

We provide a survey on using different floating-points precision strategies for training LLM. We also introduce necessary background information on floating-point representations using a new structure, multi-component float.

### 2.1. Floats in LLM Training

In LLM training, weights, activation, gradients are usually stored in low precision floating-points such as 16-bit BF16.
(Micikevicius et al., 2017) for enhanced efficiency and optimized memory utilization. The low-bits floating point units (FPUs) are appealing because of its low memory foot-print and computational efficiency. Due to numerical inaccuracies, popular choices of training strategies using FPUs are as follows.

**Mixed-precision** refers to operations executed in low precision (16-bit) with minimal interactions with high precision (32-bits) floats, thus offering wall-clock speedups. For example, in GEMM (Generalized Matrix Multiplication), matrix multiplication is performed in 16-bit while accumulation in done in 32-bit through tensor cores in NVIDIA A100 (Jia & Sandt, 2021) and V100 (Jia et al., 2018).

**Mixed-precision with Master Weights.** Mixed-precision computations of the activations and gradients are not sufficient to ensure a stable training due to encountered numerical inaccuracies, especially, when gradients and model parameters are at different scale, which is the case with large models (see Figure 2 ). A standard workaround is to use the master weight (MW), which refers to maintaining an additional high-precision version (such as 32-bit float) copy of the model (Figure 1 left) and then performing model update (optimizer step) in high-precision to the master weight (Micikevicius et al., 2018). To our knowledge, this approach has the state-of-the-art performance among mixed-precision strategies.

Note that, we also use mixed-precision for GEMM (activations and gradients) in our work. In addition to “standard single float” representation which is used in the above strategies, an alternate form is discussed below in Section 2.2.

### 2.2. Multiple-Component Floating-point

Precise computations can be achieved with one of two approaches in numerical computing.

(i) **multiple-bit**, i.e., using “standard single float” with more bits in the mantissa/fraction, such as 32-, 64-bit floats, and even Bigfloat (Granlund, 2004);

(ii) **multiple-component** representation using unevaluated sum $x_1 + x_2 + \cdots + x_n$ of multiple floats usually in low-precision such as BF16, FP16, or even FP8.

Multiple-bit approach has an advantage of large representation range, while the multiple-component floating-point (MCF) has an advantage in speed, as it consists of only low-precision floating-point computations. Additionally, rounding is often required in $p$-bit “standard single float” arithmetic due to output requiring additional bits to express and store exactly, while in MCF, the rounding error could be circumvent and accounted via appending additional components. A basic structure in MCF is expansion:

**Definition 2.1.** [Priest, 1991]. A length-$n$ expansion $(x_1, \ldots, x_n)$ represents the unevaluated exact sum $x = x_1 + x_2 + \cdots + x_n$, where components $x_i$ are non-overlapping $p$-bit floating-points in decreasing order, i.e., for $i < j$, the least significant non-zero bit of $x_i$ is more significant than the most significant non-zero bit of $x_j$ or vice versa.

Exact representations of real numbers such as 0.999 is usually muddled in low-precision, such as BF16, with rounding-to-the-nearest (RN); $0.999 \xrightarrow{\text{RN}}_{\text{BF16}} 1.0$, but can be represented accurately as a length-2 expansion $(1.0, -0.001)$ in MCF with two BF16 components. The first component serves as an approximation to the value, while the second accounts for the roundoff error. This problem is further aggravated in weighted averaging (see Section 4.2), such that instead of the average, a monotonic increasing sum is produced causing reduced step size and poor learning. We aim to alleviate such problems by using expansions to represent numbers and parameters accurately (e.g., Table 1). Since speed and scalability is critical for LLM training, we are particularly interested in utilizing low-precision MCF (e.g., BF16 and FP16) as low-bit FPUs are faster than their high-bit counterparts such as FP32. For rest of the work, we consider only length-2 expansion for MCF as it suffices for our purpose.

![Figure 2. Bert-base-uncased phase-1 pretraining with settings as described in Section 5.1. Left: Model parameter L2 norm vs iterations for BF16 and FP32 master weights strategy. Right: update $\Delta \theta_t$ norm across iterations. The model parameter norm and update norm are at different scales, for example, $\sim 450$ vs $\sim 0.5$ at 14k iterations, which is a factor of 900 and causes lost arithmetic.](image-url)
3. Imprecision Issues

To motivate the work, in this section, we formalize the issue of imprecision in floating point units. Afterwards, we introduce a novel metric to monitor the information loss. Next, we show its impact via a case study on BERT-like models (Devlin et al., 2019; Liu et al., 2019). Unless specified otherwise, the low-precision FPU is referred to bfloat16, and the same analogy can be easily extended for other low-precision FPUs such as float16, float8.

3.1. Imprecision with Bfloat16

A commonly encountered problem of computations using low-precision arithmetic is imprecision, where an exact representation of a real-number x either requires more mantissa bits (see Appendix A for definitions) beyond the limit (for example, 7 bits in bfloat16), or is not possible (for example, x = 0.1, is rounded to 0.1001 in BF16). As a result, the given number x will be rounded to a representable floating-point value, causing numerical quantization errors. An important concept for FPU rounding is unit in the last place (ulp), which is the spacing between two consecutive representable floating-point numbers, i.e., the value the least significant (rightmost) bit represents if it is 1.

Definition 3.1 (ulp (Muller et al., 2018)). In radix 2 with precision P, if \(2^e \leq |x| < 2^{e+1}\) for some integer e, then ulp(x) = \(2^{\max(e, e_{\min})-P}\), where \(e_{\min}\) is the zero offset in the IEEE 754 standard.

Broadly speaking, two numbers for a given FPU are separated by its ulp, hence the worst case rounding error for any given \(x = \text{ulp}(x)/2\) (Goldberg, 1991) assumed rounding-to-the-nearest is used. Next, let's denote \(F_{\text{BF16}}^P(a \times b)\) as bfloat16 floating-point operation between \(a, b\), where \(\times\) could be \(\oplus\) addition, \(\circ\) multiplication, etc. Such operations can be computationally inaccurate and as a consequence, we identify below a problematic behavior with RN.

Definition 3.2 (Lost Arithmetic). Given the input floating-point numbers \(a, b\) and precision \(P\). A floating operation \(F^P(a \times b)\) is lost if

\[
|F^P(a \times b) - a| \leq \frac{\text{ulp}(a)}{2}, \text{ or } |F^P(a \times b) - b| \leq \frac{\text{ulp}(b)}{2}.
\]

Consequently, \(F^P(a \times b) = a\), or \(b\), respectively.

Remark: For any non-zero bfloat16 number, if \(|b| \leq \text{ulp}(a)/2\), then \(F_{\text{BF16}}^P(a \oplus b) = a\). As an example, if \(a = 200, b = 0.1\), then \(F_{\text{BF16}}^P(200 \oplus 0.1) = 200\), since \(\text{ulp}(200) = 1\). Next, we discuss these concepts in the context of LLM training.

3.2. Loss of Information in LLM Training

The situation of adding two numbers at different scale is very common in LLM training. See Figure 2, where due to different scales of model parameter and updates, \(\oplus\) in bfloat16 becomes an lost arithmetic. A pseudocode of model parameter (\(\theta\)) update using bfloat16 at iteration \(t\) is written as

\[
\theta_t \leftarrow F_{\text{BF16}}^P(\theta_{t-1} \oplus \Delta \theta_t),
\]

where, \(\Delta \theta_t\) is the aggregated update from an optimizer (for example, including learning rate, momentum, etc.) at step \(t\). With a possibility of lost arithmetic in Equation (1), the actual updated parameter could be different from expected. Hence, we define the effective update at step \(t\) as

\[
\hat{\Delta} \theta_t = F_{\text{BF16}}^P(\theta_{t-1} \oplus \Delta \theta_t) - \theta_{t-1}.
\]

Note that in the event of no lost arithmetic, \(\hat{\Delta} \theta_t = \Delta \theta_t\). While, when \(\hat{\Delta} \theta_t \neq \Delta \theta_t\) which is usually the case with low-precision FPUs, there is a loss in information as \(|\text{ulp} / 2\) values are simply ignored (see Figure 3(a)). To better capture this information loss, we introduce a novel metric.

Definition 3.3 (Effective Descent Quality). Given the current parameter, aggregated update at step \(t\) as \(\theta_t, \Delta \theta_t\), respectively. The effective descent quality for a given floating-point precision is defined as

\[
EDQ(\Delta \theta_t, \hat{\Delta} \theta_t, \theta_t, P) = \left\langle \frac{\Delta \theta_t}{||\Delta \theta_t||}, \hat{\Delta} \theta_t \right\rangle,
\]

where, \(\hat{\Delta} \theta_t\) is defined in eq. (2) for a given precision \(P\).

In other words, EDQ in eq. (3) is projection of the effective update along the desired update. In the absence of any imprecision, EDQ will be simply the norm of original update. We show in Section 5.1 and Figure 3 how EDQ relates to the learning and helps understanding impacts of different precision strategies.

To remedy the imprecision and lost arithmetic in the model parameter update step (Equation (1)), works such as Kahan summation (Zamirai et al., 2020; Park et al., 2018) exist (see Appendix B), however, we see in Figure 3 (Middle) that although Kahan-based BF16 approach improves over ‘BF16’ training but it still could not match with the commonly used FP32 master weights approach.

4. COLLAGE: Low-Precision MCF Optimizer

In this section, we present COLLAGE, a low precision strategy & optimizer implementation to solve aforementioned imprecision and lost arithmetic issues in Section 3 without upcasting to a higher precision, using the multiple-component floating-point (MCF) structure.
4.1. Computing with MCF

Precise computing with exact numbers stored as MCF expansions is easy with some basic algorithms\(^2\). For example, Fast2Sum captures the roundoff error for the float addition \(+\) and outputs an expansion of length 2.

**Theorem 4.1** (Fast2Sum (Dekker, 1971)). Let two floating-point numbers \(a, b\) be \(|a| \geq |b|\), Fast2Sum produces a MCF expansion \((x, y)\) such that \(a + b = x + y\), where \(x \leftarrow \mathcal{F}^{\mathcal{P}}(a \oplus b)\) is the floating-point sum with precision \(P\), \(y \leftarrow \mathcal{F}^{\mathcal{P}}(b \oplus \mathcal{F}^{\mathcal{P}}(x \ominus a)) = a + b - \mathcal{F}^{\mathcal{P}}(a \oplus b)\) is the rounding error. Also, \(y\) is upper-bounded such that \(|y| < \text{ulp}(x)/2\).

Note that, particularly for LLM training, we are able to add using Fast2Sum without any sorting since parameter weights \(\theta\) are usually larger than the gradients and updates \(\Delta \theta\) in absolute value at the parameter update step Equation (1) (See Figure 2). Similar basic algorithms exist for the multiplication of two floats, which produces in the same way a length-2 expansion. Using the basic algorithms, an exhaustive set of advanced algorithms are developed (Yu et al., 2022b). We refer the reader to Appendix C for more details.

For the sake of simplicity in notations, we denote COLLAGE-light as using MCF expansions only for model parameters and COLLAGE-plus for both model parameters and optimizer states. It’s worthy to note that imprecision and lost arithmetic are common and sometimes hard to notice. We only identify places when they hurt training accuracies. A rule of thumb is to do as many scalar computations in high precision as possible before casting them to low precision (e.g., PyTorch BFloat16 Tensor). Worthy to note, existing Kahan-based optimizers are special cases of COLLAGE-light under a magnitude assumption, we defer this discussion and other places of imprecision and lost arithmetic such as weight decay that exist in the algorithm to Appendix D.

In our experiments, we focus on BFloat16 low precision due to limited FP8 hardware availability, yet the Algorithm-2 in its current format is straightforwardly extensible to FP8 without any training pipeline changes, with the detailed FP8 training recipe provided in the Appendix D.

4.2. COLLAGE: BFloat16 MCF AdamW

Using the basic components from Section 4.1 and Appendix C, we now provide plugins to modify a given optimizer such as AdamW (Loshchilov & Hutter, 2017) to be precision-aware and store entirely with low-precision floats, specifically bfloat16 in Algorithm 2. Note that, mixed-precision is still used in GEMM for obtaining gradients and activations but are stored in bfloat16 only. The required changes are highlighted in pink, and are discussed individually as follows.

**Model Parameters** We substitute the bfloat16 model parameter \(\theta_t\) with a length-2 MCF expansion \((\theta_t, \delta \theta_t)\) by appending an additional bfloat16 variable \(\delta \theta_t\) in line-3 which does not require any gradients. Next, to update the model parameter expansion, we use Grow in line-13 to add a float \(\Delta \theta_t\) to the expansion.

---

2The correctness of algorithms presented herein rely on the assumption that standard rounding-to-the-nearest is used.
Algorithm 2 COLLAGE: Bfloat16 MCF AdamW Optimization

1: Given $\alpha$ (learning rate), $\beta_1$, $\beta_2$, $\epsilon$, $\lambda \in \mathbb{R}$
2: Initialize time step: $t \leftarrow 0$, BF16 parameter vector $\theta_{t=0} \in \mathbb{R}^n$, BF16 first moment vector: $m_{t=0} \leftarrow 0$, BF16 second moment vector: $v_{t=0} \leftarrow 0$
3: Initialize 2nd component $\delta \theta_{t=0} \leftarrow 0$ in BF16 for parameter $\theta$
4: (optional) Represent $\beta_2$ as expansion $(\hat{\beta}_2, \hat{\delta}_2)$, initialize 2nd component $\hat{\delta} v_{t=0} \leftarrow 0$ in BF16 for second moment $\delta v$
5: repeat
6: $t \leftarrow t + 1$
7: $g_t \leftarrow \nabla f_t(\theta_{t-1})$
8: $m_t \leftarrow \beta_1 \cdot m_{t-1} + (1 - \beta_1) \cdot g_t$
9: $v_t \leftarrow \beta_2 \cdot v_{t-1} + (1 - \beta_2) \cdot g_t^2 \implies (v_t, \delta v_t) \leftarrow \text{Grow}(\text{Mul}(\hat{\beta}_2, \hat{\delta}_2), (v_{t-1}, \delta v_{t-1})), (1 - \beta_2) \cdot g_t^2)$
10: $\hat{m}_t \leftarrow m_t/(1 - \beta_1^t)$
11: $\hat{v}_t \leftarrow v_t/(1 - \beta_2^t)$
12: $\Delta \theta_t \leftarrow -\alpha(\hat{m}_t/\sqrt{\hat{v}_t + \epsilon}) + \lambda \theta_{t-1}$
13: $\theta_t \leftarrow \theta_{t-1} + \Delta \theta_t \implies (\theta_t, \delta \theta_t) \leftarrow \text{Grow}((\theta_{t-1}, \delta \theta_{t-1}), \Delta \theta_t)$
14: until stopping criterion is met
15: return: optimized parameters $\theta_t$

Table 2. Precision breakdown of various training strategies applied to the given optimizer. The strategies are ranked from top to bottom in the order of byte/parameter occupancy.

<table>
<thead>
<tr>
<th>Precision Option</th>
<th>Stages &amp; Components</th>
<th>Memory (bytes/parameter)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (BF16)</td>
<td>BF16 x 2</td>
<td>8</td>
</tr>
<tr>
<td>B (COLLAGE-light)</td>
<td>BF16 x 2</td>
<td>10</td>
</tr>
<tr>
<td>C (COLLAGE-plus)</td>
<td>BF16 x 2</td>
<td>12</td>
</tr>
<tr>
<td>D (BF16 + FP32Optim + FP32MW)</td>
<td>BF16 x 2</td>
<td>16</td>
</tr>
</tbody>
</table>

to outperform, or at least match the quality of option D with COLLAGE throughout our experiments. We show that COLLAGE matching the quality of option D, has orders-magnitude higher performance (speed, see Table 7). All strategies are evaluated using AdamW (Loshchilov & Hutter, 2017) optimizer with standard $\beta_1 = 0.9$ while varying $\beta_2$ as per different experiments. We use aws.p4.24xlarge compute instances for all of our experiments.

5.1. Pre-training BERT & RoBERTa

We demonstrate that BF16-COLLAGE can be used to obtain an accurate model, comparable to heavy-weighted FP32 master weights strategy.

Precision options. In addition to options A, B, C, D, we further augment our experiments with another baseline strategy $D^\text{MW}$, where we disabled the FP32 master weights but only used FP32 optimizer states. This strategy saves 4 bytes/parameter in comparison to Option D and has the same bytes/parameter as option C (COLLAGE-plus).

Model and Dataset. We first pre-train the BERT-base-uncased, BERT-large-uncased, and RoBERTa-base model with HuggingFace (HF) (Wolf et al., 2019) configuration on the Wikipedia-en corpus (Attardi, 2015), preprocessed with BERT Wordpiece tokenizer. We execute the following pipeline to pretrain, i) BERT in two phases with phase-1 on 128 sequence length, and then phase-2 with 512 sequence length; and ii) RoBERTa with sequence length 512. We adopt $\beta_2 = 0.999$ for BERT and $\beta_2 = 0.98$ for RoBERTa following the configs from HF. We defer more training details to Appendix E.1.

Results. The final pretraining perplexity of various precision strategies are summarized in Table 3 and for BERT-base, the complete phase-1 training loss trajectory is shown in Figure 3 middle. Additionally, we did finetuning of the pre-trained models on the GLUE benchmark (Wang et al., 2019) for eight tasks in Table 4 with the same configurations specified in Appendix E.1. COLLAGE-plus although using only BF16 parameters, outperforms the vanilla BF16 option A and matches/exceeds option D for both pre-training and finetuning experiments. For BERT-base COLLAGE-plus
Table 3. Pre-training perplexity of BERT (both phases) and RoBERTa for all precision strategies as listed in Table 2. Lower values are better, with the best results in bold. $D^{-MW}$ with FP32Optim with same bytes/parameter as COLLAGE could not match its performance.

<table>
<thead>
<tr>
<th>Precision Option</th>
<th>BERT-base Phase-1</th>
<th>BERT-base Phase-2</th>
<th>BERT-large Phase-1</th>
<th>BERT-large Phase-2</th>
<th>RoBERTa-base</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>8.67</td>
<td>7.61</td>
<td>6.05</td>
<td>5.47</td>
<td>3.82</td>
</tr>
<tr>
<td>B (COLLAGE-light)</td>
<td>5.99</td>
<td>5.26</td>
<td>4.39</td>
<td>3.90</td>
<td>3.49</td>
</tr>
<tr>
<td>C (COLLAGE-plus)</td>
<td><strong>5.26</strong></td>
<td><strong>4.66</strong></td>
<td><strong>3.94</strong></td>
<td><strong>3.53</strong></td>
<td><strong>3.49</strong></td>
</tr>
<tr>
<td>$D^{-MW}$ (BF16 + FP32Optim)</td>
<td>6.23</td>
<td>5.64</td>
<td>4.66</td>
<td>4.22</td>
<td>3.82</td>
</tr>
<tr>
<td>D</td>
<td><strong>5.26</strong></td>
<td>4.71</td>
<td>4.06</td>
<td>3.63</td>
<td><strong>3.46</strong></td>
</tr>
</tbody>
</table>

Figure 3. BERT phase-1 pre-training (see Appendix E.1 for details). Left: Imprecision percentage (%) measured as the percentage of lost arithmetic for all model parameters, i.e., not updated, vs iterations for BF16. Middle: Training perplexity vs iterations for various precision strategies (see Table 2). Additionally, we evaluate "FP32" as 32-bit counterpart of option A, and BF16-Kahan as Kahan-sum (Zamirai et al., 2020) with BF16 parameters. Right: Effective descent quality (EDQ) in (3) vs iterations to measure loss in information at the optimizer step for different precision strategies. BF16-COLLAGE-plus training perplexity and EDQ overlaps with the best “FP32”, and “BF16 + FP32 MW” with less bytes/parameter.

exceeds on 5/8 tasks with +0.1% lead in average, while for roberta-base its exceeds on 7/8 tasks with +0.85% in average. Note that, although $D^{-MW}$ has FP32 optimizer states and same/more byte/parameter complexity as COLLAGE-plus/light, respectively, it could not match the quality showing the importance of MCF in the AdamW through COLLAGE. This shows that simply having higher-precision is not enough to obtain better models but requires a careful consideration of the floating errors.

Interestingly, COLLAGE-light suffices to closely match the option D in the RoBERTa pretraining experiments with $\beta_2 = 0.98$, while lagging to match with the $\beta_2 = 0.999$ BERT pretraining experiments. Our proposed metric, the effective descent quality (EDQ) provides a nuanced understanding of this phenomenon in Figure 3 (Right). COLLAGE-light and Kahan-based approach improve EDQ upon BF16 option A at the parameter update step, yet cannot achieve the optimal EDQ due to lost arithmetic at the exponential moving averaging step. In contrast, COLLAGE-plus achieves better EDQ by taking it into considerations and thereby outperforms the best-known baseline, Option D.

5.2. Pretraining multi-size GPTs & OpenLLaMA 7B

Model and Dataset. We conduct following pretraining experiments; 1) GPT with different sizes ranging from 125M, 1.3B, 2.7B to 6.7B, and 2) OpenLLaMA-7B using NeMo Megatron (Kuchaiev et al., 2019) with the provided con-figs. The GPTs are trained on the Wikipedia corpus (Attardi, 2015) with GPT2 BPE tokenizer, and OpenLLaMA-7B on the LLaMA tokenizer, respectively. Additional training and hyperparameter details are described in Appendix E.2.

Results. Using the recommended $\beta_2 = 0.95$ (Andonian et al., 2023), Table 5 summarizes the train & validation perplexity after pre-training GPT models and OpenLLaMA-7B under various options. Our COLLAGE formations are able to match the quality of the best-known baseline, FP32 MW option D, most of the time for all models with the only exception on the smallest GPT-125M, while having the same validation perplexity.

Ablation: Impact of $\beta_2$. We conduct ablation experiments to illustrate the impact of $\beta_2$ on the quality of precision strategies by further pre-training the GPT-125M model using $\beta_2 = 0.90$ and 0.999, with a global batchsize 1024, 2048 and the same micro-batchsize 16, as summarized in Table 6. Similar to the BERT and RoBERTa pre-training experiments, COLLAGE-light is able to closely match Option D when $\beta_2 = 0.95$ or 0.99 and remain unaffected by changes in the global batchsize. However, with $\beta_2 = 0.999$, COLLAGE-light underperforms option D while COLLAGE-plus is still able to closely match option D. As analyzed in Section 4.2, low precision (Bfloat16) arithmetic fails to represent and compute with
### Table 4. GLUE benchmark for BERT-base-uncased and RoBERTa-base pre-trained using different precision strategies. See Appendix E.1 for experimental details. BF16-COLLAGE training strategy matches/exceeds the finetuning quality over several metrics.

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision</th>
<th>MRPC</th>
<th>QNLI</th>
<th>SST-2</th>
<th>CoLA</th>
<th>RTE</th>
<th>STS-B</th>
<th>QQP</th>
<th>MNLI</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT-base</td>
<td>A</td>
<td>0.8210</td>
<td>0.8832</td>
<td>0.8900</td>
<td>0.3522</td>
<td>0.6462</td>
<td>0.8666/0.8618</td>
<td>0.8973</td>
<td>0.7993</td>
<td>0.7796</td>
</tr>
<tr>
<td></td>
<td>B (ours)</td>
<td>0.8431</td>
<td>0.9074</td>
<td>0.9071</td>
<td>0.4119</td>
<td>0.6606</td>
<td>0.8837/0.8785</td>
<td>0.9031</td>
<td>0.8184</td>
<td>0.8007</td>
</tr>
<tr>
<td></td>
<td>C (ours)</td>
<td>0.8602</td>
<td>0.9090</td>
<td>0.9128</td>
<td>0.4314</td>
<td>0.6698</td>
<td>0.8851/0.8821</td>
<td>0.9069</td>
<td>0.8330</td>
<td>0.8100</td>
</tr>
<tr>
<td></td>
<td>D</td>
<td>0.8651</td>
<td>0.9071</td>
<td>0.9036</td>
<td>0.2212</td>
<td>0.6714</td>
<td>0.8890/0.8849</td>
<td>0.9064</td>
<td>0.8330</td>
<td>0.8090</td>
</tr>
<tr>
<td>RoBERTa-base</td>
<td>A</td>
<td>0.8509</td>
<td>0.8994</td>
<td>0.9000</td>
<td>0.3866</td>
<td>0.6281</td>
<td>0.8630/0.8625</td>
<td>0.8981</td>
<td>0.8135</td>
<td>0.7884</td>
</tr>
<tr>
<td></td>
<td>B (ours)</td>
<td>0.8455</td>
<td>0.9000</td>
<td>0.9025</td>
<td>0.4460</td>
<td>0.6281</td>
<td>0.8636/0.8635</td>
<td>0.9002</td>
<td>0.8182</td>
<td>0.7964</td>
</tr>
<tr>
<td></td>
<td>C (ours)</td>
<td>0.8529</td>
<td>0.9040</td>
<td>0.9048</td>
<td>0.4588</td>
<td>0.6137</td>
<td>0.8658/0.8647</td>
<td>0.9005</td>
<td>0.8230</td>
<td>0.7986</td>
</tr>
<tr>
<td></td>
<td>D</td>
<td>0.8406</td>
<td>0.8993</td>
<td>0.9002</td>
<td>0.3870</td>
<td>0.6389</td>
<td>0.8622/0.8631</td>
<td>0.8999</td>
<td>0.8203</td>
<td>0.7901</td>
</tr>
</tbody>
</table>

### Table 5. Left: Train | Validation perplexity of pre-trained GPT with $\beta_2 = 0.95$. Right: OpenLLaMA-7B with $\beta_2 = 0.95$ and 0.99.

<table>
<thead>
<tr>
<th>Model Precision Option</th>
<th>GPT 125M</th>
<th>1.3B</th>
<th>2.7B</th>
<th>6.7B</th>
<th>OpenLLaMA-7B $\beta_2 = 0.95$ $\beta_2 = 0.99$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (BF16)</td>
<td>14.73</td>
<td>15.64</td>
<td>10.28</td>
<td>12.43</td>
<td>9.97</td>
</tr>
<tr>
<td>B (COLLAGE-light)</td>
<td>14.01</td>
<td>15.03</td>
<td>8.50</td>
<td>17.70</td>
<td>8.33</td>
</tr>
<tr>
<td>C (COLLAGE-plus)</td>
<td>14.01</td>
<td>15.03</td>
<td>8.50</td>
<td>17.70</td>
<td>8.33</td>
</tr>
<tr>
<td>D (BF16 + FP32Optim + FP32MW)</td>
<td>13.87</td>
<td>15.03</td>
<td>8.50</td>
<td>17.70</td>
<td>8.33</td>
</tr>
</tbody>
</table>

### Remark 5.1
The optimal choice of $\beta_2$ differs case-by-case. To our best knowledge, there is no clear conclusion between $\beta_2$ and the converged performance of the pre-trained models. Showing COLLAGE works with different $\beta_2$’s, enable LLM training to be not limited by such precision issues.

### 5.3. Performance and Memory

#### Throughput.
We record the mean training throughput of precision strategies for pre-training GPTs and OpenLLaMA-7B in a simple setting for fair comparisons: one `aws.p4.24xlarge` node with sequence parallel (Korthikanti et al., 2023) turned off\(^3\), and present relative speed-up in Table 7. Both COLLAGE formations are able to maintain the efficiency of option A. Moreover, the speed factor for COLLAGE increases with an increase in the model size, obtaining up to $3.74 \times$ for GPT-6.7B model in the considered settings.

#### Memory.
We probe the peak GPU memory of all training precision strategies during practical runs on 8× NVIDIA A100s (40GB) with the same hyper-parameters for a fair comparison: sequence length 2048, global batchsize 128 and micro (per-device) batchsize 1. Figure 4 visualizes the peak memory usage of GPTs vs model sizes. During real runs, on average, COLLAGE formations (light/plus) use 23.8% / 15.6% less peak memory compared to option D. The best savings are for the largest model OpenLLaMA-7B, with savings 27.8% / 18.5%, respectively.

![Figure 4. GPU peak memory in GB vs model size. GPT-125M is hosted on 1 NVIDIA A100 40GB, while all other models were hosted on 8× A100 40GB using tensor-parallelism 8.](image)

**Increased Sequence Length and Micro BatchSize.** We study the benefits of COLLAGE’s reduced memory footprint (as shown in Figure 4), with a demonstration on pre-training a large GPT-30B model with tensor-parallelism=8, pipeline-parallelism=2 on two `aws.p4.24xlarge` (8× A100s 40GB) instances. Specifically, we identify the maximum sequence length and micro batchsize for all precision strategies to be able to run without OOM, as summarized in Table 8. COLLAGE enables training with an increased sequence length and micro batchsize compared to option D, thus providing a smooth trade-off between quality and performance.

---

\(^3\)Yet we observed similar throughputs for precision strategies when sequence parallel is turned on.
We provide novel understandings on how low-precision work is the direct extension to even lower precision such as with master weight while achieving an enhanced execution speed and optimized memory utilization.

Our proposed COLLAGE speeds up LLM training with reduced memory usage, without hurting model performances. It can be easily integrated to the existing optimization frameworks. We believe that our method advances the field of LLM and enables efficient-training of even larger and more scalable language models with less carbon footprint.
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**Table 6.** Train | Validation perplexity of GPT-125M pre-trained with $\beta_2 \in \{0.95, 0.99, 0.999\}$ and Global BatchSize $\in \{1024, 2048\}$.  

<table>
<thead>
<tr>
<th>Precision Option</th>
<th>Global BatchSize = 1024</th>
<th>Global BatchSize = 2048</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta_2 = 0.95$</td>
<td>$\beta_2 = 0.99$</td>
</tr>
<tr>
<td>A (BF16)</td>
<td>14.73</td>
<td>15.64</td>
</tr>
<tr>
<td>B (COLLAGE-light)</td>
<td>14.01</td>
<td>15.03</td>
</tr>
<tr>
<td>C (COLLAGE-plus)</td>
<td>14.01</td>
<td>15.03</td>
</tr>
<tr>
<td>D (BF16 + FP32Optim + FP32MW)</td>
<td>13.87</td>
<td>15.03</td>
</tr>
</tbody>
</table>

**Table 7.** Relative speed-up compared to the option D.  

<table>
<thead>
<tr>
<th>Precision Option</th>
<th>GPT</th>
<th>OpenLLama</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.3B</td>
<td>2.7B</td>
</tr>
<tr>
<td>A (ours)</td>
<td>1.78×</td>
<td>2.39×</td>
</tr>
<tr>
<td>B (ours)</td>
<td>1.74×</td>
<td>2.57×</td>
</tr>
<tr>
<td>C (ours)</td>
<td>1.67×</td>
<td>2.48×</td>
</tr>
<tr>
<td>D</td>
<td>1×</td>
<td>1×</td>
</tr>
</tbody>
</table>

**Table 8.** Memory compatibility of pre-training GPT-NeoX-30B using precision options with different micro batch size (UBS) and sequence length.  

<table>
<thead>
<tr>
<th>Precision option / SeqLen</th>
<th>UBS= 1</th>
<th>UBS= 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1,024</td>
<td>2,048</td>
</tr>
<tr>
<td></td>
<td>1,024</td>
<td>2,048</td>
</tr>
<tr>
<td>A (BF16)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>B (COLLAGE-light)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>C (COLLAGE-plus)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>D (BF16 + FP32Optim + FP32MW)</td>
<td>OOM</td>
<td>OOM</td>
</tr>
</tbody>
</table>

Remark 5.2. Further improvements on throughput and memory can be achieved for COLLAGE with specialized fused kernels.

6. Conclusion and Future Work

We provide novel understandings on how low-precision memory and computations affect LLM training, with which, we propose a low-precision plugin COLLAGE using multiple-component floating-point. COLLAGE matches/exceed the quality of (BF16, FP32) mixed-precision strategy with master weight while achieving an enhanced execution speed and optimized memory utilization.

COLLAGE can be used in a drop-in manner with any optimization algorithm and float-type. An interesting future work is the direct extension to even lower precision such as 8-bit FPUs, e.g., FP8, removing the usage of FP16 in (FP8, FP16) mixed-precision strategy (Peng et al., 2023). It’s also intriguing to discern when COLLAGE with MCF expansions is more suitable than (BF16, FP32) mixed-precision strategy with FP32 MW, as elucidated in pretraining OpenLLaMA-7B.
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A. Floating point units

Floating-point representation uses a sign bit to indicate positive or negative numbers, an exponent to determine scale, and a mantissa for significant digits, enabling efficient handling of a wide range of numbers with potential for precision errors. Different floating-point formats offer varying benefits and trade-offs. Single Precision (FP32) provides wide range and reasonable precision, while consuming more resources. Half Precision (FP16) reduces memory usage and improves efficiency, but sacrifices precision and range. Brain floating point (BF16) as another 16-bit format has a much bigger dynamic range (same as FP32), while having a worse precision than FP16. FP8 (two versions) could further reduce resources, suitable for constrained environments, but with even more limited precision and range.

We present different formats referenced in the paper along with their exponent and mantissa bits.

<table>
<thead>
<tr>
<th>Precision</th>
<th>#Exponent bits</th>
<th>#Mantissa (significand) bits</th>
<th>ulp(1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single (FP32)</td>
<td>8</td>
<td>23</td>
<td>$2^{-23}$</td>
</tr>
<tr>
<td>Half (FP16)</td>
<td>5</td>
<td>10</td>
<td>$2^{-10}$</td>
</tr>
<tr>
<td>BF16</td>
<td>8</td>
<td>7</td>
<td>$2^{-7}$</td>
</tr>
<tr>
<td>FP8 E4M3</td>
<td>4</td>
<td>3</td>
<td>$2^{-3}$</td>
</tr>
<tr>
<td>FP8 E5M2</td>
<td>5</td>
<td>2</td>
<td>$2^{-2}$</td>
</tr>
</tbody>
</table>

B. Related Work

**Low Precision and Quantization-aware Training.** Fully quantized training attempts to downscale numerical precisions but not to compromise accuracy, mainly for large-scale training, using FP16 (Micikevicius et al., 2017), BF16 (Kalamkar et al., 2019), FP8 (Wang et al., 2018b; Sun et al., 2019a), and other combination of integer types (Banner et al., 2018; Chen et al., 2020). Micikevicius et al. (2018) developed a mixed precision strategy that maintains master weight in FP32 only whereas others are in lower precision of FP16. Xi et al. (2023) recently proposed a training method using INT4 but without customized data types, compatible with contemporary hardwares. In parallel, Peng et al. (2023) proposed a new mixed-precision strategy, gradually incorporating 8-bit gradients, optimizer states in an incremental manner, under distributed settings. When it comes to fine-tuning settings, LoRA (Hu et al., 2021) leverage structure of matrix to update in low-rank. Dettmers et al. (2023); Xu et al. (2023); Guo et al. (2023) proposed various variants of LoRA more in memory and computationally efficient manners. Overall, these works develop training strategies based on numerical structures like low-rank over attention matrices and/or sparsity over parameters in each layer, numerical scale of each variables used for gradient updates. However, they lack of thorough diagnosis on imprecision errors, which has been depriving potential algorithmic developments in numeric precision levels. Zamirai et al. (2020) proposed to adopt Kahan summation (Kahan, 2006) and stochastic rounding (SR) (Croci et al., 2022) to alleviate the influence of imprecision and lost arithmetic at the model parameter update step.

**Pruning and Distillation.** Pruning (Han et al., 2015; Kurtic et al., 2022) removes redundant parameters from the network. The goal is to maintain prediction quality of the model while shrinking its size, and therewith increasing its efficiency. Distillation (Hsieh et al., 2023; Hinton et al., 2015; Hsieh et al., 2023) transfers knowledge from a large model to a smaller one. Pruning can be combined with distillation approach to further reduce model parameters (Sanh et al., 2020; Lagunas et al., 2021; Xia et al., 2022). Structured pruning removes whole components of the network such as neurons, heads, and layers (Yu et al., 2022a; Lagunas et al., 2021; Zhou et al., 2021). Unstructured pruning removes individual weights of the network with smaller magnitudes (Frantar & Alistarh, 2023; Xia et al., 2023). Albeit these are useful in reducing computational overhead, distillation and pruning requires either the model already trained as post-hoc method, architecture change than original models or iterative procedures that potentially take longer in an end-to-end manner.

**Post-training Quantization.** Quantization compresses the representation of the parameters into low-precision data types, reducing the storage when loading the model in devices. Post-training quantization methods quantize the parameters of the pre-trained model (Yao et al., 2023; Xiao et al., 2023; Frantar et al., 2022) often with fine-tuning steps (Kwon et al., 2022). (Jacob et al., 2018) emulates inference-time quantization, creating a model that can be quantized later post-training. However, these works mostly focus on faster inference, rather than reducing end-to-end training time.
## Kahan Summation

The Kahan summation is a standard algorithm in numerical analysis for accurate summation of floating-point numbers, just like the case of adding updates to the parameter. When incorporated with optimization algorithms such as SGD and AdamW, the Kahan algorithm introduces an auxiliary Kahan variable $c$ (in the same precision) to track numerical errors at the parameter update step (i.e., $c ← c + x$) with $c ← c + x$ and to compensate the addition results by adding $c$ to the next iteration update: $\Delta \theta_{t+1} ← \Delta \theta_{t+1} + c$. The Kahan variable $c$ accumulates lost small updates until it grows large enough to be added with the model parameters. As pointed in (Zamirai et al., 2020), “16-bit-FPU training with Kahan summation for model weight updates have advantages in terms of throughput and memory consumption compared to 32-bit and mixed precision training”, despite of the additional auxiliary value.

## Stochastic Rounding

Different from the deterministic rounding-to-the-nearest behavior, stochastic rounding rounds the number up and down in a probabilistic way. For any $x \in \mathbb{R}$, assume $a_u, a_l \in \mathbb{R}$ be the closest upper and lower neighboring floating-point values of $x$, i.e., $a_l \leq x < a_u = a_l + \text{ulp}(a_l)$, then $\text{SR}(x) = a_l$ with probability $(a_u - x)/(a_u - a_l) = 1 - (x - a_l)/\text{ulp}(a_l)$ and otherwise rounds up to $a_u$. Stochastic rounding provides an unbiased estimate of the precise value: $E[\text{SR}(x)] = x$ and alleviates the influence of imprecision by making the addition valid in expectation. Stochastic rounding for model weight updates adds minimal overhead for training and is supported in modern hardwares, such as AWS Trainium instances.

## C. MCF algorithms

As noted in Theorem 4.1, Fast2Sum requires $|a| > |b|$ so as to perform the arithmetic correctly. One can also derive the same length-2 expansion using TwoSum in Algorithm 2 for any floats $a, b$ without sorting.

Another category of basic MCF algorithms is the multiplication, between i) a float and a float (with TwoProd Algorithm 4); ii) a float and a length-2 expansion (with Scaling Algorithm 6); iii) an expansion and an expansion (with Mul Algorithm 7), to produce length-2 expansions.

### Case i.

TwoProd computes the expansion using another basic algorithm Split (Algorithm 3), which takes a single $P$-bit floating point value and splits it into its high and low parts, both with $\frac{P}{2}$ bits. On a machine which supports the fused-multiply-add (FMA) instruction set, a much more efficient version TwoProdFMA Algorithm 5 can be adopted to give the same results. We utilized this efficient TwoProdFMA in our implementations as (Bfloat16) FMA is supported on CUDA, e.g., using $\text{torch.addcmul}(\cdot, a, b)$.

<table>
<thead>
<tr>
<th>Algorithm 2 TwoSum</th>
<th>Algorithm 3 Split</th>
<th>Algorithm 4 TwoProd</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: <strong>Input:</strong> $P$-bit floats $a$ and $b$</td>
<td>1: <strong>Input:</strong> $P$-bit float $a$ (with $p$-bit mantissa)</td>
<td>1: <strong>Input:</strong> $P$-bit floats $a$ and $b$</td>
</tr>
<tr>
<td>2: $x ← F^P(a + b)$</td>
<td>2: $c ← \lfloor\frac{x}{2}\rfloor$</td>
<td>2: $x ← F^P(a + b)$</td>
</tr>
<tr>
<td>3: $b_{\text{virtual}} ← F^P(x \times a)$</td>
<td>3: $t ← F^P(2^e \times a)$</td>
<td>3: $(a_{hi}, a_{lo}) ← \text{Split}(a)$</td>
</tr>
<tr>
<td>4: $a_{\text{virtual}} ← F^P(x \times b_{\text{virtual}})$</td>
<td>4: $a_{hi} ← F^P(t \times F^P(t \times a))$</td>
<td>4: $(b_{hi}, b_{lo}) ← \text{Split}(b)$</td>
</tr>
<tr>
<td>5: $b_{\text{roundoff}} ← F^P(b \oplus b_{\text{virtual}})$</td>
<td>5: $a_{lo} ← F^P(a \oplus a_{hi})$</td>
<td>5: $err_1 ← F^P(p \oplus F^P(a_{hi} \oplus b_{hi}))$</td>
</tr>
<tr>
<td>6: $a_{\text{roundoff}} ← F^P(a \oplus a_{\text{virtual}})$</td>
<td>6: $\text{Return}: (a_{hi}, a_{lo})$</td>
<td>6: $err_2 ← F^P(err_1 \oplus F^P(a_{lo} \oplus b_{hi}))$</td>
</tr>
<tr>
<td>7: $y ← F^P(a_{\text{roundoff}} \oplus b_{\text{roundoff}})$</td>
<td>7: $err_3 ← F^P(err_2 \oplus F^P(a_{hi} \oplus b_{lo}))$</td>
<td>7: $\theta ← F^P(F^P(a_{lo} \oplus b_{lo}) \oplus err_3)$</td>
</tr>
<tr>
<td>8: <strong>Return:</strong> $(x, y)$</td>
<td>8: $e ← F^P(F^P(a_{lo} \oplus b_{lo}) \oplus err_3)$</td>
<td>9: <strong>Return:</strong> $(x, e)$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Algorithm 5 TwoProdFMA</th>
<th>Algorithm 6 Scaling</th>
<th>Algorithm 7 Mul</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: <strong>Input:</strong> $P$-bit floats $a$ and $b$</td>
<td>1: <strong>Input:</strong> a float $v$ and a length-2 expansion $(a_1, a_2)$</td>
<td>1: <strong>Input:</strong> length-2 expansions $(a_1, a_2)$ and $(b_1, b_2)$</td>
</tr>
<tr>
<td>2: <strong>Requires:</strong> Machine supports FMA</td>
<td>2: $(x, e) ← \text{TwoProdFMA}(a_1, v)$</td>
<td>2: $(x, e) ← \text{TwoProdFMA}(a_1, b_1)$</td>
</tr>
<tr>
<td>3: $x ← F^P(a \oplus b)$</td>
<td>3: $e ← F^P((a_2 \oplus v) \oplus e)$</td>
<td>3: $e ← F^P(e \oplus ((a_1 \oplus b_2) \oplus (a_2 \oplus b_1)))$</td>
</tr>
<tr>
<td>4: $e ← F^P(a \oplus b \oplus x)$ in FMA</td>
<td>4: $(x, e) ← \text{Fast2Sum}(x, e)$</td>
<td>4: $(x, e) ← \text{Fast2Sum}(x, e)$</td>
</tr>
<tr>
<td>5: <strong>Return:</strong> $(x, e)$</td>
<td>5: <strong>Return:</strong> $(x, e)$</td>
<td>5: <strong>Return:</strong> $(x, e)$</td>
</tr>
</tbody>
</table>
Case ii) and iii). Algorithm 6 Scaling describes the multiplication of a single float with a length-2 expansion and Algorithm 7 Mul the multiplication between 2 length-2 expansions. With FMA enabled, both algorithms run efficiently.

We refer the readers to (Yu et al., 2022b) for a full list of MCF algorithms.

D. Further Discussions on Algorithms

FP8 Backends and Implementations. Existing FP8 backends such as transformer engine and MS-AMP adopt FP8 mainly in the forward (parameter $\theta_t$) & backward (gradient $g_t$) computations. For example, with the FP8-hybrid recipe, FP8,4E4M3 (4 bits for exponent and 3 for mantissa) is adopted in the forward and FP8,E5M2 in backward pass. It is important to note that, both backends require higher-precision (FP16 with scale factors or FP32) master weights to be used as the optimizer-update parameters in a given optimizer, (for example, AdamW). In particular, MS-AMP uses FP8 datatype for the storage of first momentum $m_t$ and FP16 for the second momentum $v_t$, as they have observed that FP8 second momentum leads to degraded performances (Peng et al., 2023).

During the optimization computation, all low-precision variables including FP8 gradients $g_t$, FP8 1st-momentum $m_t$, FP16 master weights and FP16 2nd momentum $v_t$ are first upcasted to FP32 variables, which are then used to compute FP32 updates $\Delta \theta_t$ following the optimizer algorithm. The FP32 variables (moments and parameter updates) are then downcasted at the end to the given low-precision FP8 to update their low-precision counterparts. The total bytes per parameter of MS-AMP’s FP16-FP8 approach is 7 bytes with the optimizer computations upcasting to FP32 at the run-time.

Since the above discussed strategy of MS-AMP is an Option-D (BF16+FP32) counterpart of FP8+FP16, we can easily adopt our presented collage in Algorithm-2 without any algorithmic changes as follows.

- Similarly to BF16-Collage, FP8-Collage first removes the FP16 master weight, but augments the FP8 parameter $\theta_t$ with another FP8 $\delta \theta_t$ component.
- Collage-light adopts FP8 datatype for both momentums.
- Collage-plus further augments the 2nd-momentum $v_t$ with another FP8 $\delta v_t$ component.

The rest of the algorithm stays the same as Algorithm 2 in our paper, using MCF algorithms Grow (Alg. 1) and Mul (Alg. 7). The total bytes per parameter of Collage-(light/plus) is 5/6 bytes, respectively.

Equivalence. The equivalence of using ‘Kahan-sum in the optimizer’ at the model-update step and COLLAGE-light is straightforward, realizing i) the Kahan variable $c$ calculation is essentially Fast2Sum given $|\theta_t| \geq |\Delta \theta_{t-1}|$; and ii) next iteration update $\Delta \theta_{t+1}$ has similar magnitude as $c$ so that lost arithmetic doesn’t happen. In contrast, COLLAGE-light doesn’t have such concerns using Grow.

Weight Decay. (Loshchilov & Hutter, 2017) propose AdamW with the decoupled weight decay placed at line 12 in Algorithm 2 for a summed update $\Delta \theta_t$, standard libraries including PyTorch and HuggingFace however implement the decoupled weight decay directly to the parameter:

$$\theta_t \leftarrow \theta_{t-1} - \alpha \lambda \theta_{t-1}, \quad \text{or} \quad \theta_t \leftarrow (1 - \alpha \lambda)\theta_{t-1}$$

(4)

which works as expected using Float32, but is usually ineffective in Bfloat16 arithmetic due to imprecision and lost arithmetic. For example, a standard choice of the learning rate and weight decay hyper-parameter in GPT-6.7B pretraining is $\alpha = 1.2 \varepsilon - 4$ and $\lambda = 0.1$, yielding $\alpha \lambda = 1.2 \varepsilon - 5$ and causing lost arithmetic in Equation 4 when Bfloat16 is used. In fact, the least $\alpha \lambda$ value to avoid invalid arithmetic is half ulp(1.0), i.e., $2^{-7}/2 \approx 0.0039$. Either decaying the parameter (expansion) with Grow or placing the decoupled weight decay term at line 13 following the original AdamW algorithm statement solves the issue, where we chose the latter option in our experiments.

Scalar and Bias Correction. A rule of thumb to avoid imprecision and lost arithmetic during low precision training is to do as many scalar computations in high precision as possible before casting them to low precision (e.g., PyTorch BFloat16 Tensor). For example, in BFloat16 AdamW, it’s recommended to compute the bias correction scalar terms $1 - \beta_1^t$ and $1 - \beta_2^t$ in high precision before dividing the low precision momentums.
Table 10. Pre-training hyperparameters used for BERT and RoBERTa.

<table>
<thead>
<tr>
<th>Model</th>
<th>Phase</th>
<th>hyperparameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT-base</td>
<td>Phase-1</td>
<td>iterations</td>
<td>28,125</td>
</tr>
<tr>
<td></td>
<td></td>
<td>warmup steps</td>
<td>2,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>sequence length</td>
<td>128</td>
</tr>
<tr>
<td></td>
<td></td>
<td>global batch size</td>
<td>16,384</td>
</tr>
<tr>
<td></td>
<td></td>
<td>learning rate</td>
<td>$4e^{-4}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>($\beta_1, \beta_2$)</td>
<td>(0.9, 0.999)</td>
</tr>
<tr>
<td></td>
<td>Phase-2</td>
<td>iterations</td>
<td>28,125</td>
</tr>
<tr>
<td></td>
<td></td>
<td>warmup steps</td>
<td>2,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>sequence length</td>
<td>512</td>
</tr>
<tr>
<td></td>
<td></td>
<td>global batch size</td>
<td>32,768</td>
</tr>
<tr>
<td></td>
<td></td>
<td>learning rate</td>
<td>$2.8e^{-4}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>($\beta_1, \beta_2$)</td>
<td>(0.9, 0.999)</td>
</tr>
<tr>
<td>RoBERTa-base</td>
<td>Phase-1</td>
<td>iterations</td>
<td>28,125</td>
</tr>
<tr>
<td></td>
<td></td>
<td>warmup steps</td>
<td>2,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>sequence length</td>
<td>512</td>
</tr>
<tr>
<td></td>
<td></td>
<td>global batch size</td>
<td>8,192</td>
</tr>
<tr>
<td></td>
<td></td>
<td>learning rate</td>
<td>$lr = 6e^{-4}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>($\beta_1, \beta_2$)</td>
<td>(0.9, 0.98)</td>
</tr>
</tbody>
</table>

E. Experiments details

E.1. BERT and RoBERTa

We pretrain the BERT-base-uncased, BERT-large-uncased and RoBERTa-base model from HuggingFace (Wolf et al., 2019) on the Wikipedia-en corpus (Attardi, 2015), preprocessed with BERT tokenizer. We follow the standard pipeline to pretrain BERT and RoBERTa with the same configs and hyper-parameters for all precision strategies. Note that we took these configs and hyper-parameters from open-sourced models in HuggingFace. We finetuned the pretrained BERT and RoBERTa models following (Wang et al., 2019) with BF16 mixed precision through HuggingFace and evaluated the final model on GLUE benchmarks. Particularly, we used $2e^{-5}$ learning rate and a batch size of 32 evaluated on single Nvidia A100. All tasks were finetuned for 3 epochs, apart from MRPC which we ran for 5 epochs.

E.2. Multi-size GPTs & OpenLLaMA-7B

We conduct pretraining experiments of 1) GPT at different sizes ranging from 125M, 1.3B, 2.7B to 6.7B, and 2) OpenLLaMA-7B using NeMo Megatron (Kuchaiev et al., 2019) with provided standard configs, both on the Wikipedia corpus with HuggingFace GPT2 and LLaMA tokenizer, respectively. We split the dataset into train/val/test with the split ratio 980 : 10 : 10. We trained all models consistently with disabled sequence parallelism, enabled flash attention, rotary positional embedding (of percentage 1.0) (Su et al., 2024), disabled transformer engine, untied embeddings & output weights, sequence length of 2,048, weight decay 0.1 and pipeline parallelism 1, for all GPT models and OpenLLaMA-7B in our experiments unless otherwise specified. All models were trained with the CosineAnnealing learning rate scheduler with 200 warmup iterations. We trained all GPT models for 20k iterations and OpenLLaMA for 9k iterations due to timing constraints. The default value of $\beta$s are $\beta_1 = 0.9$ and $\beta_2 = 0.95$ unless otherwise specified, e.g., in ablation experiments. Note that we took these configs from EleutherAI/gpt-neox (Andonian et al., 2023).

Table 11. Some configs and hyper-parameters of GPT models and OpenLLaMA-7B.

<table>
<thead>
<tr>
<th>Model</th>
<th>#Layers</th>
<th>HiddenSize</th>
<th>#AttentionHeads</th>
<th>Global BatchSize</th>
<th>TensorParallelism</th>
<th>$lr$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPT-125M</td>
<td>12</td>
<td>768</td>
<td>12</td>
<td>1,024</td>
<td>1</td>
<td>$6e^{-4}$</td>
</tr>
<tr>
<td>GPT-1.3B</td>
<td>24</td>
<td>2048</td>
<td>16</td>
<td>1,024</td>
<td>8</td>
<td>$2e^{-4}$</td>
</tr>
<tr>
<td>GPT-2.7B</td>
<td>32</td>
<td>2560</td>
<td>32</td>
<td>512</td>
<td>8</td>
<td>$1.6e^{-4}$</td>
</tr>
<tr>
<td>GPT-6.7B</td>
<td>32</td>
<td>4096</td>
<td>32</td>
<td>256</td>
<td>8</td>
<td>$1.2e^{-4}$</td>
</tr>
<tr>
<td>OpenLLaMA-7B</td>
<td>32</td>
<td>4096</td>
<td>32</td>
<td>256</td>
<td>8</td>
<td>$3e^{-4}$</td>
</tr>
</tbody>
</table>
GPT-30B. For the GPT-30B model used in Section 5.3, it has 56 layers, hidden size 7168 and 56 attention heads. We trained it with a global batchsize 256, tensor parallelism 8 and pipeline parallelism 2, then varied the micro batchsize and sequence length to explore their maximum values without causing OOM on a NVIDIA A100 cluster with 2 nodes, 8 GPUs each.

F. Additional Results

F.1. Memory Statistics

Table 12 summarizes the peak (total) memory of all training precision strategies during practical runs with the same hyper-parameters for a fair comparison: Sequence Length 2048, Global BatchSize 128 and Micro (per-device) BatchSize 1. We trained GPTs and OpenLLaMA with TensorParallelism 8 over 8×A100 40GB, except from GPT-125M with TensorParallelism 1 on 1×A100 40GB. In Table 12, we report the saved memory compared to the mixed-precision option D with the percentage calculated. During real runs, on average, COLLAGE formations (light/plus) use 23.8%/15.6% less peak memory compared to option D. The best savings are for largest model OpenLLaMA-7B, with savings 27.8%/18.5%, respectively. The memory savings match the theoretical calculation in Table 2.

Table 12. Peak (saved) pretraining memory (GB) of precision strategies compared to option D on GPTs and OpenLLaMA-7B.

<table>
<thead>
<tr>
<th>Precision Option</th>
<th>GPT</th>
<th>OpenLLaMA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>125M</td>
<td>1.3B</td>
</tr>
<tr>
<td>A</td>
<td>−1.1(−26.6%)</td>
<td>−10.3(−28.9%)</td>
</tr>
<tr>
<td>B (ours)</td>
<td>−0.8(−19.3%)</td>
<td>−7.6(−21.5%)</td>
</tr>
<tr>
<td>C (ours)</td>
<td>−0.5(−12.1%)</td>
<td>−5.0(−14.1%)</td>
</tr>
<tr>
<td>D</td>
<td>4.4</td>
<td>35.5</td>
</tr>
</tbody>
</table>

F.2. OpenLLama 7B pretraining

We provide the pretraining iterations progress for OpenLLama-7B (described in Section 5.2) in the Figure 5, 6 for $\beta_2 = 0.95, 0.99$, respectively. We observe a stable training using COLLAGE-plus when using $\beta_2 = 0.99$, where other precision strategies show slow convergence. The gradient norm in Figure 6 left show that COLLAGE-plus has stability while other precision strategies encounter transient errors causing blow-ups in gradients.

![Figure 5. Openllama 7B pretraining (see settings in Section 5.2) with $\beta_2 = 0.95$. Left: Training perplexity for different precision strategies listed in Table 2. Right: Model gradient L2 norm across iterations for different strategies. The COLLAGE formations overlap with heavy-weighted FP32 master weights strategy.](image)

F.3. GPT pretraining

The pretraining progress of GPT 125M for various settings of $\beta_2$ and global batch sizes is provided in Figure 7 8 9 10 11 12. For pretraining of GPT 1.3B, see Figure 13. For pretraining of 2.7B, see Figure 14. For pretraining of 6.7B, see Figure 15.
COLLAGE: Light-Weight Low-Precision Strategy for LLM Training

Figure 6. Openllama 7B pretraining (see settings in Section 5.2) with $\beta_2 = 0.99$. Left: Training perplexity for different precision strategies listed in Table 2. Right: Model gradient L2 norm across iterations for different strategies. The COLLAGE-plus results in the best train perplexity over iterations while other approaches struggle. The gradient norm blows-up frequently but stays stable for COLLAGE-plus which suggest importance of using multi-components at critical locations.

Figure 7. Pretraining progress for GPT 125M with settings described in Section 5.2 and global batch-size=1024, $\beta_2 = 0.95$. Top-left: EDQ metric vs iterations, top-right: training perplexity vs iterations, and bottom: validation perplexity vs iterations for different precision strategy listed in Table 2. The proposed COLLAGE formations consistently match the FP32 master weights with much less memory footprint and faster training.

Figure 8. Pretraining progress for GPT 125M with settings described in Section 5.2 and global batch-size=2048, $\beta_2 = 0.95$. Top-left: EDQ metric vs iterations, top-right: training perplexity vs iterations, and bottom: validation perplexity vs iterations for different precision strategy listed in Table 2. The proposed COLLAGE formations consistently match the FP32 master weights with much less memory footprint and faster training.
Figure 9. Pretraining progress for GPT 125M with settings described in Section 5.2 and global batch-size=1024, $\beta_2 = 0.99$. Top-left: EDQ metric vs iterations, top-right: training perplexity vs iterations, and bottom: validation perplexity vs iterations for different precision strategy listed in Table 2. The proposed COLLAGE formations consistently match the FP32 master weights with much less memory footprint and faster training.

Figure 10. Pretraining progress for GPT 125M with settings described in Section 5.2 and global batch-size=2048, $\beta_2 = 0.99$. Top-left: EDQ metric vs iterations, top-right: training perplexity vs iterations, and bottom: validation perplexity vs iterations for different precision strategy listed in Table 2. The proposed COLLAGE formations consistently match the FP32 master weights with much less memory footprint and faster training.

Figure 11. Pretraining progress for GPT 125M with settings described in Section 5.2 and global batch-size=1024, $\beta_2 = 0.999$. Top-left: EDQ metric vs iterations, top-right: training perplexity vs iterations, and bottom: validation perplexity vs iterations for different precision strategy listed in Table 2. The proposed COLLAGE formations consistently match the FP32 master weights with much less memory footprint and faster training.

Figure 12. Pretraining progress for GPT 125M with settings described in Section 5.2 and global batch-size=2048, $\beta_2 = 0.999$. Top-left: EDQ metric vs iterations, top-right: training perplexity vs iterations, and bottom: validation perplexity vs iterations for different precision strategy listed in Table 2. The proposed COLLAGE formations consistently match the FP32 master weights with much less memory footprint and faster training.
Figure 13. Pretraining progress for GPT 1.3B with settings described in Section 5.2 and global batch-size=512, $\beta_2 = 0.95$. **Left:** training perplexity vs iterations, and **right:** validation perplexity vs iterations for different precision strategy listed in Table 2. The proposed COLLA**ge formations consistently match the FP32 master weights with much less memory footprint and faster training.

Figure 14. Pretraining progress for GPT 2.7B with settings described in Section 5.2 and global batch-size=512, $\beta_2 = 0.95$. **Left:** training perplexity vs iterations, and **right:** validation perplexity vs iterations for different precision strategy listed in Table 2. The proposed COLLA**ge formations consistently match the FP32 master weights with much less memory footprint and faster training.

Figure 15. Pretraining progress for GPT 6.7B with settings described in Section 5.2 and global batch-size=256, $\beta_2 = 0.95$. **Left:** training perplexity vs iterations, and **right:** validation perplexity vs iterations for different precision strategy listed in Table 2. The proposed COLLA**ge formations consistently match the FP32 master weights with much less memory footprint and faster training.