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ABSTRACT
Twitch is a community driven live streaming video service which uses recommendations trained on implicit feedback data. While this data is available in large quantities, it is subject to various biases and shortcomings. In particular, Twitch watch history data is heavily affected by the unpredictable and irregular behavior of users and streams going online and offline. Two resulting issues are: accounting for negative examples caused by users and channels not being available simultaneously, and understanding the relative scale of importance of positive watch time feedback. In this paper, we propose two methods of loss weighting: one method to address the availability of channels, and another method to adjust for the preferences implied by differing amounts of minutes watched. We discuss the methods, offline experimentation, and the results of adjusting evaluation metrics to fit the new loss weighting methods. Finally, we demonstrate success in a sitewide A/B test that increased recommended minutes watched by 7.9%.
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1 INTRODUCTION
Twitch is a community driven video service that hosts live, interactive broadcasts, and their communities. Every day millions of creators broadcast their content to tens of millions of visitors, resulting in billions of minutes watched. A vast majority of these viewing minutes are for live content. Viewers are often interested in a particular live stream because they like some combination of the streamer, the content (e.g. the particular game that is being played), and interaction with the community. On Twitch, viewers have many ways to get to the content they want to watch that are personalized and tailored by Twitch’s recommendation system.

Twitch’s Recommendation Problem: Twitch’s focus is on live video streams, which means that users have a selection of live streams hosted on various channels. Each channel is operated by a streamer, and streams often consist of a live video screen capture of the streamer’s computer doing some activity (e.g. playing a video game, drawing digital art), a camera overlay which shows the streamer, and audio of the streamer speaking to the audience. The audience is also able to communicate with each other and with the streamer in an interactive chat window (see Figure 1 for an illustration). Due to the emphasis on live content, there are certain characteristics that distinguishes Twitch’s recommendation problem from a traditional recommendation setting (e.g. recommending VOD content) commonly addressed in academia and industry (e.g. Netflix, Youtube, Prime Video). Some of these distinguishing characteristics are:
• Ephemeral Video Streams: VOD content, like movies and TV shows, once available on the site can be viewed at any time. A
Twitch live stream, on the other hand, is only available while live. The start time and duration of the live stream is decided by the individual streamer, and can vary anywhere from scheduled daily streams to completely irregular schedules or yearly bursts of activity, such as tournament streams. Thus, recommendations need to take into account the availability and duration/schedule of the streams for good performance.

- **Interactive Media**: Movies and TV shows only have video content. Twitch has live chat sessions showing right alongside the stream, where viewers not only interact with other viewers/streamer but can also with the streamer during the livestream. Community can be the primary reason for many Twitch viewers to join a stream.

- **Rapidly Varying Content**: Movies and TV shows have fixed and well-defined metadata about content, e.g. director, actors, genre etc. Detailed metadata is available through multiple standardized sources (e.g. IMDB), and remains mostly constant after production. For a Twitch live stream, the only fixed entity is the streamer. The content can change wildly over broadcasts and even midstream, e.g., at the start of a stream the streamer might be playing the game League of Legends and then switch to a different game, such as Fortnite later on. Therefore, recommendation system need to be aware of and respond to this rapidly updating metadata.

- **High streamer Inflow/Outflow**: Movies and TV shows have a high barrier to entry, while on Twitch there is a lower barrier to entry and a high rate of inflow and outflow of streamers. Thus, there is a significant need to make recommendations for streamers with minimum history and metadata, as well as the need to rapidly update recommendation models to deal with incoming and outgoing streamers.

At Twitch, we have built a recommendation system that benefit from adaptations which adjust and react to these characteristics. Next, we give an overview of the system (Section 1.1), and discuss two specific problems that arise in the live-streaming setting: availability and consumption measurement (Section 1.2). Following that, we go over related work (Section 2), describe our solutions to those two problems (Section 3), present experiment results (Section 4), and discuss potential improvements to data collection and evaluation based on our findings (Section 5).

### 1.1 Twitch’s Recommendation System

In this section, we give an overview of the Twitch recommendation system. We describe the base model for which we make the loss modifications, how we perform model training, inference, and ultimately serve recommendations to our users.

1.1.1 **Model**. To address the Twitch recommendations problem, we built the Channel Affinity Model (CAM), shown in Figure 2. It is a deep neural network that is trained on user watch history data. Each user is treated as a temporally weighted “bag of channels”, where each channel is encoded as a trainable vector embedding. The resulting user representation is fed to a feedforward neural network. The resulting output is called the user encoding. We then take the dot product with the channel embeddings, which have the same weights as the input channel embeddings, to get the user-channel score. These scores are treated as the logits of a sigmoid function and trained to predict what the user will watch on the next day.

1.1.2 **Inference and Serving**. When a user loads a page on Twitch, a request is made to the recommendations service, which looks up the user’s CAM embedding and the CAM embeddings of all channels which are live. Notably, calculation of the final user-channel affinity scores is deferred to this stage, since we only need to compute scores for channels that are currently streaming. Since the service handles thousands of requests per second, calculating the dot product score for only available channels saves valuable latency and boosts throughput. The recommendations are then sorted and passed through various re-rankers and filters, which perform impression discounting [15] on the recommended channels, or filter into category specific surfaces that help users find Art, Music, and specific game streams.

### 1.2 Biases in Live Recommendation Systems

As mentioned above, in CAM, the preference of a user for a given channel is modeled as a separate scalar score for each user-channel pair. For the model training purposes, we employ watched channels as an implicit positive signal and non-watched channels as an implicit negative signal. While the positive signal is observable, assuming a non-watched channel as a negative signal can have undesired consequences on recommendations. For example, if a channel is offline when a user visits Twitch, assuming that as a negative signal does not capture the user’s real preference. Furthermore, assuming that all positive signals have equal weight can also be detrimental to the recommendations model.
Availability: The issue of channel availability is unique to the Twitch live-streaming recommendations problem. While other video recommenders (e.g., Netflix, YouTube) have all content available for serving to the user at any time, only a subset of Twitch channels are available to be watched by a user who opens the site. The majority of channels are online for less than 4 hours a day, which means that users can and often do land on the site when their favorite streamer is taking a break, has not started streaming yet, or is already done streaming for the day. We currently measure a user’s engagement by observing minutes watched on each channel by the user. Our goal is to infer the preference of a user, e.g., if they would prefer to watch channel \( i \) over all other channels, then train a model on these targets. However, the dynamic inventory of channels can cause unwarranted negative feedback that does not reflect the preferences of users. That is, if channel \( i \) is not online, then the user might watch channel \( j \) as a substitute, even though they would have preferred channel \( i \). The set of available choices on any given day or any given time is limited, so minutes are biased toward channels with higher uptime.

Watch Time: Before the contributions mentioned here, we treated all video plays longer than the threshold of 5 minutes as equally important targets in training. Here, we want to measure the strength of a user’s preference for a channel to assist in our ability to rank channels. In a fixed length video setting, such as YouTube or Netflix, one could measure the strength by calculating the completion percentage of a video. We cannot measure this information for a livestream, as they can often run for 4+ hours making it infeasible for users to watch an entire stream from start to finish. One correlated measure is the count of the number of minutes watched; for example, watching channel \( i \) for 2 hours likely indicates a stronger presence than watching channel \( j \) for 5 minutes. There are issues with measuring minutes as a proxy for true engagement, such as a channel being available for only 5 minutes after a user opens Twitch, or users leaving streams playing while not actively watching. However, being able to incorporate any information - even if it is imperfect - about preference strength is important and can improve the quality of the recommender.

To address these sources of bias in recommendations, in this paper, we propose two methods of weighting training loss during model training. The first method addresses the bias related to availability of channels, while the second method adjusts for the preferences implied by differing amounts of minutes watched.

2 RELATED WORK

Streaming Services. Live streaming content has grown substantially in popularity over the years, and Twitch has been studied for the social dynamics that arise from the interactions between communities and streamers. Hamilton, et al. [8] established that over time, communities can emerge from stream channels, through the participants’ shared interests, experiences, and interactions, which encourages viewers to come back to the same streams over and over again. Deng et al. [5] find that the popularity of streams fluctuates greatly with a highly dynamic ecosystem of games and their popularity, with events like new releases and tournaments causing shifts in global viewership patterns. Gros et al. [7] study the various motivations of Twitch viewers, whether it is to follow tournaments, catch up with friends in chat, or learn new gaming strategies. Hilbert-Bruce et al. [9] find that viewers of smaller streams are more interested in social engagement. Recommender systems built for live streaming services can draw from this body of work to explore patterns that can inspire new techniques to improve models. One such pattern that we explore in this paper is irregular event streams which have low availability but high popularity when they are live; adjusting the loss function can help models value those streams more correctly.

Recommender Systems. Recommender systems model the interactions and relationships between users and items. Netflix found early success with matrix factorization techniques for VOD recommendations [13]. More recently, neural networks have been shown to be effective for recommendations on large-scale industrial datasets such as Prime Video [20] or YouTube [3]. More complex architectures have been developed to model temporal patterns in user behavior, such as recurrent neural networks [16], self-attentive networks [11], or transformer models [23]. Similarly, graph networks for recommendations have been developed to model the social interactions between users and communities [6], and have seen success at Pinterest [24]. Our work describes our modifications to the Twitch recommendation system which is large-scale and able to serve recommendations in production to millions of users.

Implicit Feedback. Recommenders can be trained and evaluated on either implicit or explicit feedback. At Twitch, we don’t collect any explicit feedback, so we use implicit feedback as the basis of our recommender. Implicit feedback data is useful because we can easily collect a large amount of it to train large, data-hungry neural network models. However, it is subject to many issues, such as low data quality, relative frame of reference, and the inability to measure negative preferences. [10] The relative frame of reference can make it difficult to determine how much more positive one interaction is over another. One way to solidify the frame of reference that is similar to the method we propose is modeling expected watch time by weighting positive examples equal to the number of minutes watched. [3] There is no natural negative feedback in implicit feedback data, although there are methods which make assumptions about negative implicit feedback that benefit models. [17] The inability to precisely measure negative preferences can be exacerbated by the missing not-at-random problem [22], where user-item pairs which could have resulted in a positive interaction have no data due to presentation bias or other types of biases such as availability bias. Correcting biased training data can be achieved by using causal inference techniques such as inverse propensity weighting in recommender systems. [21] In practice, in large-scale recommender systems we have seen some applications of inverse propensity weighting to counteract position bias. [2] [18] Recently, there has been work on counteracting availability bias on Twitch data by using self-attention over only relevant and available items to simultaneously calculate temporal embeddings for that set of items. [19] Our work addresses how we counteract availability and consumption biases that arise from the way that we collect implicit feedback data in the form of counting video plays in watch history. Our method also differs from [19] in that ours performs batch recommendations for live channels, while theirs is trained as a “next item to watch” recommender.
We formulate the recommendation problem as a pointwise learning-
to-rank task. That is, given recent user history, calculate user-
channel scores \( s_{u,i}, s_{u,j} \) individually for each user-channel pair \((u, i), (u, j)\). Afterwards, we sort the scores and recommend live
channels with the highest scores for a given user \( u \).

CAM is a feedforward neural network that outputs the probability, \( p(y_{u,i}) \), of a user watching a live channel. For the purposes
of input, each user \( u \) is treated as a “bag of channels”, \( C_u \), based on
the channels they watched in the last \( N \) days.

Channels are embedded as \( n \)-dimensional vectors \( e_i \), and we take a temporally weighted sum of these embeddings and feed them through a 3-layer residual feedforward neural network. This results in an \( n \)-dimensional user encoding \( e_u \). We then take the dot product with each channel embedding \( e_i \) to obtain a scalar channel score for each user, represented as \( s_{u,i} = e_u^\top e_i \). Next we estimate the probability of the user \( u \) watching the channel \( i \) on the target day as \( p(y_{u,i}) = \sigma(s_{u,i}) \). Separately, we calculate the target \( y_{u,i} \), which is computed from the number of minutes of channel \( i \) watched by user \( u \), noted as \( m_{u,i} \). We treat all video plays longer than a threshold of 3 to 10 minutes as important targets. We optimize the model using a mixture of binary cross entropy loss functions:

\[
L_u = \sum_i y_{u,i} \log(p(y_{u,i})) + (1 - y_{u,i}) \log(1 - p(y_{u,i}))
\]

(1)

Our dataset uses as input the last \( N \) days of minutes watched data
for a user, and outputs the predicted probability of the user watching
each channel on the next day. We create \( M \) overlapping slices of the data per user with different target days and input data from
each user, offsetting each data slice by an increasing number of
days as shown in Figure 3. This is similar to a Time-delayed neural
network [14] where the different time steps are combined with a
fixed set of temporally decaying weights.

\[
L_u = \sum_i m_{u,i} y_{u,i} \log(p(y_{u,i})) + (1 - y_{u,i}) \log(1 - p(y_{u,i}))
\]

(2)

This means that if channel \( i \) does not stream on the target day, it has \( a_i = 0 \), which means that all negative examples do not count
against it. Conversely, a stream that has high uptime on the target
day will have high \( a_i \), which means that negative examples will
count more significantly against it, since more users had a chance
to watch the stream for a longer period of time.

This method is not a perfect approximation of the actual effect
of a channel being offline to a user, as it assumes that users watch
Twitch at a uniformly random time in each 24 hour window. Hypo-
thetically, a channel which only broadcasts for 6 hours when a
user is asleep is never available to that user and should have \( a_i = 0 \)
for that particular user, but in the current scheme it would have
\( a_i = 0.25 \). We use this approximation because it is computationally
too expensive to calculate every triplet of interactions of users and
channels being online at time \( t \) of the day for the full set of users
and channels we consider at scale.
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L_u = \sum_i y_{u,i} \log(p(y_{u,i})) + (1 - y_{u,i}) \log(1 - p(y_{u,i}))
\]

(1)

This means that if channel \( i \) does not stream on the target day, it has \( a_i = 0 \), which means that all negative examples do not count
against it. Conversely, a stream that has high uptime on the target
day will have high \( a_i \), which means that negative examples will
count more significantly against it, since more users had a chance
to watch the stream for a longer period of time.

This method is not a perfect approximation of the actual effect
of a channel being offline to a user, as it assumes that users watch
Twitch at a uniformly random time in each 24 hour window. Hypothetical, a channel which only broadcasts for 6 hours when a
user is asleep is never available to that user and should have \( a_i = 0 \)
for that particular user, but in the current scheme it would have
\( a_i = 0.25 \). We use this approximation because it is computationally
too expensive to calculate every triplet of interactions of users and
channels being online at time \( t \) of the day for the full set of users
and channels we consider at scale.

To address the issue of availability, we propose a modification of
the loss function. For each target day, we calculate the fraction of
the day which each channel was online as \( a_i \), and use it as a weight
on the negative samples only. We use the following loss function
variant:

\[
L_u = \sum_i y_{u,i} \log(p(y_{u,i})) + a_i(1 - y_{u,i}) \log(1 - p(y_{u,i}))
\]

(2)

3.2 Availability Weighting

To address the issue of availability, we propose a modification of
the loss function. For each target day, we calculate the fraction of
the day which each channel was online as \( a_i \), and use it as a weight
on the negative samples only. We use the following loss function
variant:

\[
L_u = \sum_i y_{u,i} \log(p(y_{u,i})) + a_i(1 - y_{u,i}) \log(1 - p(y_{u,i}))
\]

(2)

This means that if channel \( i \) does not stream on the target day, it has \( a_i = 0 \), which means that all negative examples do not count
against it. Conversely, a stream that has high uptime on the target
day will have high \( a_i \), which means that negative examples will
count more significantly against it, since more users had a chance
to watch the stream for a longer period of time.

This method is not a perfect approximation of the actual effect
of a channel being offline to a user, as it assumes that users watch
Twitch at a uniformly random time in each 24 hour window. Hypothetical, a channel which only broadcasts for 6 hours when a
user is asleep is never available to that user and should have \( a_i = 0 \)
for that particular user, but in the current scheme it would have
\( a_i = 0.25 \). We use this approximation because it is computationally
too expensive to calculate every triplet of interactions of users and
channels being online at time \( t \) of the day for the full set of users
and channels we consider at scale.

3.3 Minutes Weighting

To effectively use the number of minutes watched as a measure
of significance of preference, we propose another modification of
the loss function. We weight each positive example by a function \( f_m \) of
the number of minutes watched. In our experiments, we try using
the identity function and \( f_m(m_{u,i}) = \log_2(m_{u,i}) \). Both functions
monotonically increase the weight of positive samples when we
observe increased minutes watched.

\[
L_u = \sum_i f_m(m_{u,i}) y_{u,i} \log(p(y_{u,i})) + (1 - y_{u,i}) \log(1 - p(y_{u,i}))
\]

(3)
We then evaluate the trained models offline by running inference. We train the model described in Section 3.1 and Figure 2 on a target day and compared against the ground truth of what users actually watched on that day. The channels with a short broadcast on a target day have a cap on the number of minutes that users can watch. The relationship between minutes watched, user and channel availability schedules, presentation bias, and user preference strength is complicated; for the purposes of this work we assume that minutes are a good enough approximation for the user preference strength.

To form the final loss function, we combine both weighting schemes into one final loss function.

\[
L_u = \sum_{i} f_m(m_{u,i})y_{u,i} \log(p(y_{u,i})) + a_i(1 - y_{u,i}) \log(1 - p(y_{u,i}))
\]

(4)

### 4 EXPERIMENTS

We train the model described in Section 3.1 and Figure 2 on N = 35 days of historical data divided into M = 7 slices per user using the multiple window scheme shown in Figure 3. We use an embedding size of n = 256 for the channel embeddings and user encodings, and 3 hidden layers of size 256 for the transformation from bag of channels to user encoding. We use the loss function in Equation 1 as the baseline, Equation 3 as the Minutes variant, and Equation 4 as the Availability variant which builds on the Minutes variant. To optimize the model, we use the Adam [12] optimizer with learning rate 0.005.

#### 4.1 Offline Evaluation

We then evaluate the trained models offline by running inference on the left-out following day and comparing against the ground truth of what users actually watched on that day. The channels are sorted in order of highest predicted watch probability to form the list of recommendations for each user. We then calculate the precision P of recommendations made by the model, scoring 1 if the model predicts that a user watches a channel for at least a few minutes in the top k = 5 predictions, and 0 otherwise. We calculate the recall R at k = 50 similarly. We also calculate converted item coverage CIC, which is a metric that measures the percentage of channels of the total recommendable channel pool which are successfully recommended to users.

**Minutes**: Table 1 shows the results of the model trained with just the minutes weighting applied to positive examples (Equation 3). The results show that while weighting examples directly with the minutes doesn’t improve performance at all, when we apply a log function to the weights, we observe a 0.7% decrease in precision@5, a 0.1% increase in recall@50, and a 2.4% increase in converted item coverage.

**Availability**: Table 2 shows the results of the model trained with the full modified loss function (Equation 4), including both up-weighting losses for longer watches, and down-weighting losses for low-availability channels. The baseline in this case is the minutes weighted model trained on Equation 3. We note that the offline performance of the model is actually worse than baseline in all aspects besides converted item coverage. These effects are likely due to the increase of successful recommendations of channels with low availability that are underrepresented in the input dataset and original loss function.

In a real scenario, these channels would have been recommended highly for the small number of hours they were online, and the recommendation slots would have been filled by more highly available channels the rest of the day. In our offline evaluation, however, the highly recommended slot is given to the low availability channel, which results in less successful conversions. It’s difficult to make adjustments to the evaluation function to adjust for this bias, since it is hard to replicate the set of available choices to a user through every moment of the day due to infrastructure limitations.

As a partial correction for this effect, we tried adjusting the metrics to reflect availability by removing channels that were not available on the evaluation day from the pool of recommendable channels. This is not perfect, since channels still have varying availability through the different hours of the day, but we observe that the results in Table 3 show that the availability-adjusted model is better than the non-adjusted model in all metrics, increasing precision@5 by 0.8%.
4.2 Online Evaluation

To evaluate our models online, we run an A/B test against an established baseline model on our recommendation surfaces. We measure the number of minutes watched that occur when a user clicks on a recommendation provided by a model on a surface as recommended minutes. We also measure the total number of minutes watched sitewide. Since we only show recommendations for live channels, our online evaluation adjusts for availability issues correctly. Similarly, since we count the number of minutes, we adjust for the preferences potentially shown by spending more minutes watching specific channels. We ran the A/B tests for 2 weeks assigning users randomly to control and treatment groups. Statistical significance tests are calculated using a standard control variate model with minute-watched differences from before and during treatment as surrogate.

We tested the minute-weighted model against the baseline, which did not have weighting enabled. This experiment was a success, increasing the minutes generated by the recommender by 1.3%. We tested the availability-weighted model against the baseline, which already had minutes weighting enabled. This was the largest single improvement in a deep learning model A/B test in Twitch recommendations history, increasing the number of recommended minutes generated by the recommender by 6.5%. On top of having a large lift on minutes referred through our model, the model also produced a significant total minutes lift of 0.22%. Overall, the two experiments together contributed 7.9% improvement to our recommended minutes.

5 DISCUSSIONS AND FUTURE WORK

In this section, we will discuss some interesting findings around strong online performance gains that were led by weak offline metrics, which suggests our offline evaluation can use improvement (5.1). Then we will discuss extensions of our work to further our understanding of users’ strength of preference (5.2) and the availability interactions between users and channels (5.3).

5.1 Correlation of Offline Metrics to Online Performance

For both of the methods we discussed, the original offline results were mixed or slightly negative. Even after weighting our metrics to be aligned with the loss weighting methods, we saw a small improvement for availability weighting and no improvement for minutes weighting. All of these offline results were failed to predict the actual online A/B results that we gathered by testing the models on users, which showed that both weighting methods were very successful in making better recommendations. This suggests that our original metrics were not correlating well with the online performance of models. This speaks to the difficulty of picking good metrics for our recommendations surfaces, and recommender systems in general.

We decided to incorporate the availability adjusted evaluation method described in Section 4.1 into our evaluation metrics for future offline testing. However, that method was just a simple approximation of availability, and future work could improve on the assumptions by better measuring channel availability against users’ availabilities in evaluation. Future work could also find a better way to express the minutes-based preference of users in a way that better correlates with online performance of models.

5.2 Exploring More Methods for Measuring Significance of Preference

Beyond watching, there are many other activities that viewers on Twitch can partake in that can indicate significance of preference. Activities such as following, subscribing and donating bits (which are two methods of channel patronage), and chatting in a channel can all indicate increased preference for a channel, compared to a channel for which a user takes no actions. Future research could find ways to leverage these other forms of user-channel interaction as input or output data, as well as using them as additional tasks in multi-task learning.

5.3 Better Methods for Measuring Availability

As we discussed in Section 3.2, the current method of measuring availability is not ideal. We do not compare a granular view of each user and channel’s available times, so a channel which is only available when a user is asleep will still get a negative score for that user. We also do not measure the interaction effect of multiple channels being available at the same time—one channel might be preferred by a user, but another substitute channel may be almost as important to the user. It is technically difficult to measure the user-channel availability at such a granular scale for all user-channel pairs, but it may be possible to incorporate this information into a second-stage model which analyzes this data for a fraction of user-channel pairs. Another data source could be the set of channels which made an impression on a user through the various surfaces on Twitch, that would illuminate which items were actually shown to the user during on-site browsing.

6 CONCLUSION

It is simpler to assume that data is i.i.d and to apply standard supervised learning techniques to create a working product. But in recommendation systems in live marketplaces such as Twitch, where both inventory and users’ tastes are dynamic, such simplifying assumptions can be suboptimal. We showed that models that try to explicitly incorporate such dynamics can be beneficial. In this work, this explicit modeling took form in reweighting schemes of the binary cross entropy loss functions. Both consumption level (minute-watched weighting) and causality (availability weighting) inspired weights improved our metrics in online A/B tests.
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