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ABSTRACT

In this paper, we propose the first successful implementation of associated learning (AL) to automatic speech recognition (ASR). AL has been shown to provide better label noise robustness, faster training convergence, and flexibility on model complexity than back-propagation (BP) in classification tasks. However, extending the learning approach to autoregressive models such as ASR, where model outputs are part of inputs for future prediction, is challenging. We solve the problem by applying AL at the token level and propose an updated AL loss to ensure the correct learning behavior. Experimental results on the TIMIT task show that the proposed AL models achieve the same phoneme accuracy as the baseline BP models with 15% fewer model parameters.

Index Terms— associated learning, back-propagation, machine learning, representation learning

1. INTRODUCTION

The broader usage of Automatic speech recognition (ASR) brings up several challenges to modern ASR systems. On the data side, modern ASR systems need to be able to handle different types of audio conditions\cite{1, 2, 3} and be robust to training label errors\cite{4}. On the maintainability and scalability side, it is preferable to have a flexible model architecture that allows easy adjustment on inference computation cost and memory footprint with marginal accuracy degradation, so that a single model may serve different use cases (e.g., in the cloud or on the device) with different computation constraints\cite{5, 6}. The model should also be able to easily expand its capacity to cover new domain use cases without degrading performance on existing domains\cite{7, 8}. Recently, the machine learning community has presented associated learning (AL)\cite{9} as an alternative to conventional back-propagation (BP)\cite{10} for model training, which has some properties that may serve as a unified framework to address all the challenges mentioned above.

In general neural network models, the models transform input features into output labels. The transformations are learned by back-propagating the gradients from loss functions between the predicted and target labels. Neural network models with this training approach are named BP form in\cite{9}. AL views the relationship between features and labels differently. Rather than transformations, it learns the “association” between input features and output labels in representation spaces. To apply AL, the BP form network must be converted into AL form\cite{9}. In\cite{9}, the authors proposed AL forms for several model architectures used in classification tasks. They also show that AL provides better robustness to training label errors, faster training-converge time, properties allowing more efficient training parallelization, and flexibility on model complexity. These properties can also help address the challenges modern ASR systems face and thus motivate us to explore applying AL to ASR.

The experiments in\cite{9} are limited to classification tasks. It is more challenging to extend the learning approach to autoregressive models such as ASR, where model outputs are also inputs for future prediction. In this preliminary study, we focus on developing a functional AL form for a Listen, Attend, and Spell (LAS) model architecture, where the input-output alignments are introduced via cross-attention between encoder-decoder. To simplify the problem, we choose the TIMIT phoneme recognition task\cite{11} as the task for our study. We believe the findings can be extended to general ASR tasks, and consider them as our future work. To the authors’ knowledge, this paper is the first successful attempt to apply AL to ASR models. The contributions of the paper are as follows: (1) we propose the first functional AL forms for the LAS phoneme recognizer, (2) we present preliminary analyses on AL for the LAS phoneme recognizer, and (3) we identify the challenges of applying AL to autoregressive models and provide suggestions on how the challenges may be resolved.

2. RELATION TO PRIOR WORK

The concept of associated learning aligns with several techniques used in the ASR community. For example, in representation learning, contrastive predictive coding (CPC)-based approaches\cite{12, 13} learn a representation space in an unsupervised manner that captures the information required for ASR tasks only using acoustic data. This is, however, different from AL, which learns the representation space from
3. METHODS

3.1. Baseline BP form LAS Model

Figure 1 illustrates the baseline BP form model architecture. The baseline model is an LAS model [14] based on the implementation in [15]. The encoder consists of $N_e$ bidirectional gated recurrent unit (GRU) layers which transform the sequence of input acoustic features $\{x_i\}_{i=1}^T$ into hidden state vectors $h = \{\overrightarrow{h}_i\}_{i=1}^T$, where $T$ is the number of feature frames in the sequence. The autoregressive decoder consists of $N_d$ layers of GRU, whose inputs are previous labels $\{y_k\}_{k=1}^j$ when predicting the $j$th output token. On top of the GRU layers, a cross-attention module over the encoder hidden state vectors $h$ followed by a feed-forward network are added for generating the output tokens. The first output token $y_1$ is always $\langle sos \rangle$ and the last output token $y_T$ is always $\langle eos \rangle$ representing the start and end of sentence tokens respectively, where $U$ is the length of the output sequence.

The feed-forward path in the decoder consists of a sequence of transformation $f^1$, $f^2$, ..., $f^{N_d}$, cross-attention module, and the final feed-forward (FF) network. The model is trained by back-propagating the loss, e.g., cross-entropy (CE) loss, from the output back to each transformation component using the chain rule.

![Fig. 1. The baseline LAS model architecture, where the decoder is in BP form. Here the decoder is generating the 4th output token $y'_4$ based on the history.](image)

3.2. Associated Learning for LAS models

To apply AL, we must convert the BP form network into AL form [9]. The key is to introduce three projections to the model: $b$, a bridge function that projects hidden vectors to the representation space; $g$, a label encoder function that projects the label to the representation space; and $h$, a decoder function that reconstructs the label from a representation vector.

In this work, we explore applying AL to the LAS-based phoneme recognition models. We focus on deriving the AL form for the LAS decoder. Figure 2 shows the proposed AL form for the LAS decoder. When comparing Figure 2 with Figure 1 we can see both decoder structures have the same GRU transformations ($f^1$, $f^2$, ..., $f^{N_d}$). However, the rest of the model architecture is quite different with the additional $b^i$, $g^i$, and $h^i$ components as explained below.

On the input side, for each GRU layer $f^i$, a bridge function component $b^i$ is introduced to transform the hidden vector output from $f^i$ into a vector $\overrightarrow{x}^i_j$ in the $i$th representation space for the $j$th output token. We implemented the bridge function $b^i$ using a cross-attention module which takes the hidden vector output from $f^i$ as a query and attends to the encoder hidden state vectors $h$.

On the output side, we introduce label encoder functions $g^i$, which are simple feed-forward networks, stacked together to project the target next token, $y'_j$, to the $i$th representation space as representation vectors $\overrightarrow{t}^i_j$. The label decoder functions $h^i$, which is another set of feed-forward networks are introduced to reconstruct the label representation vector at $i$th layer, $\overrightarrow{t}^i_j$, back to $(i-1)$th layer, $\overrightarrow{t}^{i-1}_j$, and eventually $y_j$.

3.2.1. Training the AL form LAS models

We train the proposed AL form LAS models using teacher forcing. For the $j$th target token, we compute its corresponding $i$th layer representation vector, $\overrightarrow{t}^i_j$, based on acoustic encoder hidden states ($h$) and token history $\{y_k\}_{i=1}^{j-1}$ via $f^i$ and $b^i$ functions. We also compute the $i$th layer token representation vector, $\overrightarrow{t}^i_j$, using $g^i$ functions. In addition, we would like to learn the $h^i$ function reconstructing $\overrightarrow{t}^{i-1}_j$ from $\overrightarrow{t}^i_j$. The loss function at the $i$th layer ($i \geq 2$) is, therefore:

$$Loss^i = MSE(\overrightarrow{t}^i_j, \overrightarrow{t}^{i-1}_j) + MSE(\overrightarrow{t}^i_j, h^i(\overrightarrow{t}^{i-1}_j)), \quad (1)$$

where the first mean squared error (MSE) loss is the associated loss encouraging the representation vectors $\overrightarrow{t}^i_j$ and $\overrightarrow{t}^{i-1}_j$ to be as close as possible; while the second MSE loss is the reconstruction loss to ensure $\overrightarrow{t}^{i-1}_j = h^i(g^i(\overrightarrow{t}^{i-1}_j)) \approx \overrightarrow{t}^{i-1}_j$.

When $i = 1$, $y'_j = h^1(\overrightarrow{t}^1_j)$, we use CE as the reconstruction loss, i.e.,

$$Loss^1 = MSE(\overrightarrow{t}^1_j, \overrightarrow{t}^0_j) + CE(y_j, h^1(\overrightarrow{t}^0_j)). \quad (2)$$

Combining Eq. 1 and 2 the overall loss in training is then

$$Overall Loss = \sum_{i=1}^{N_d} Loss^i. \quad (3)$$

From Eq. 1 and 2 we can see the loss for layer $i$ can be used as the local loss for $f^i$, $b^i$, $g^i$, and $h^i$ training, i.e., there...
is no dependency from the other layers. This property allows better training parallelization for AL form models [9]. With this, we follow the implementation in [9] and apply a gradient stop between each layer in our AL form LAS decoding during training. We also empirically confirmed the findings in [9] that no significant gain was observed when enabling gradient flow between layers.

![Diagram](image)

**Fig. 2.** The proposed AL form LAS decoder is used to replace the BP form decoder shown in Figure 1. The bridge function $b^j$ at the $i$th layer is implemented by a cross-attention module; the label encoder and decoder functions $g^i$ and $h^i$ are feed-forward (FF) networks. The model is trained with the MSE loss between $\bar{s}^i_j$ and $\tilde{t}^j_i$ as the AL loss and the reconstruction (RC) loss between $\bar{t}^j_i$ and $\tilde{t}^j_i$.

### 3.2.2. Decoding with AL form LAS models

The label encoder components $g^i$ shown in Figure 2 are only used at training time. At inference time, we drop all of them from the model. The full inference path in the AL form LAS decoder for the next output token $y'_k$ with the decoding history $\{y_k^j\}_{k=1}^{i-1}$ and the acoustic encoder hidden states vectors $h$ are described below. Similar to the BP form, the decoding history $\{y_k^j\}_{k=1}^{i-1}$ is fed into the GRU layers $f^i$ to $f^{N_D}$. The output of the last GRU layer $f^{N_D}$ is then transformed to $\bar{s}_j^{N_D}$ using the cross-attention module based bridge function $b_0^{N_D}$. Since during the AL training, the model learns to bring the projection of $\bar{s}_j^{i}$ and $\tilde{t}_j^{i}$ close in the $i$th layer representation space, we can replace $\tilde{t}_j^{N_D}$ with $\bar{s}_j^{N_D}$ and feed the vector into the label decoder component $h^{N_D}$ to reconstruct $\bar{t}_j^{N_D-1}$ as $\bar{t}_j^{N_D-1}$. We then continue to feed the reconstructed $\bar{t}_j^{N_D-1}$ into $h^{N_D-1}$ to reconstruct the label representation vector at the lower layer until $y'_k$ is reconstructed. The rest of the decoding process is the same as the BP form LAS model.

The inference path referenced above is the full inference path, meaning that we use all of the $f^i$ and $h^i$ components. However, there are also shortcut paths available for inference [9]. For example, we may just use the first GRU layer with the bridge function $b^i$ to create $\bar{s}_j^{i}$ and reconstruct $y'_k$ accordingly using $h^i$. These shortcut paths provide the flexibility to control the required computation at inference time without significantly impacting model accuracy.

### 3.3. Associated Learning With Variational Autoencoder

Section 3.2 describes the AL form decoder designed following [9]. However, we found the proposed AL form LAS model has a very high phoneme error rate (PER) (see Table 1). Our investigation shows the AL models tend to shrink the norm of the hidden representations ($\bar{s}_j^{i}$, $\tilde{t}_j^{i}$, and $\tilde{t}_j^{i}$) down near zero to reduce the MSE losses in Eq. 1 without learning meaningful transformation. We also find the trained models only rely on the previous phonemes, $\{y_k^j\}_{k=1}^{i-1}$, for the next token prediction without paying attention to $h$. The observations show the AL loss is insufficient for the models to learn a proper association between input and outputs. Applying batch norm or layer norm or in training does not help.

![Table](image)

**Table 1.** The PER (%) on TIMIT Dev and Test sets for the baseline BP form and AL form LAS models when $N_D = 1$.

<table>
<thead>
<tr>
<th>Model</th>
<th>Learning Criterion</th>
<th>Dev</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP</td>
<td>Back propagation</td>
<td>24.5</td>
<td>25.7</td>
</tr>
<tr>
<td>AL</td>
<td>AL</td>
<td>&gt;100</td>
<td>&gt;100</td>
</tr>
<tr>
<td>AL</td>
<td>AL with VAE loss</td>
<td>20.5</td>
<td>21.8</td>
</tr>
</tbody>
</table>

To address the issue, we replace the feed-forward networks in the label encoder function $g^i$ with variational autoencoder (VAE) components so that the $\tilde{t}_j^{i}$ becomes

$$\tilde{t}_j^{i} = \mu^{i} + \bar{v} \cdot e^{\bar{v}/2},$$

where $\mu^{i}$ and $\bar{v}$ are the estimated mean and log variance vectors, and $\bar{v}$ is a noise vector sampled from standard distribution. To train the component, we add a modified VAE loss term $e^{\bar{v}^2/2} - (1 + \bar{v}^2)$, which is the Kullback–Leibler divergence (KLD) loss term without the mean part, to Eq. 1 and 2. We remove the mean part on purpose to avoid the shrinking issue in the AL setup. The noise term $e^{\bar{v}^2/2}$ in the updated $\tilde{t}_j^{i}$ (Eq. 4) forces the vector to stay away from zero so the models learn the proper association between $\bar{s}_j^{i}$ and $\tilde{t}_j^{i}$ better with MSE losses.

### 4. EXPERIMENTS

#### 4.1. Experimental Setup

We verify the proposed AL form LAS implementation with the TIMIT phoneme recognition task. The baseline system is based on the implementation in [15] except that, for simplicity, we use the single head attention in the cross-attention module and remove the context feedback to decoder.
Table 2. PER(%) comparison between BP and AL forms when \( N_D \geq 1 \). BP (\( N_D \)) means the BP form baseline model with \( N_D \) decoder layers. AL (\( N_D, s \)) denotes the decoder layer depth at training time (\( N_D \)) and inference time (\( s \)) for the AL models.

<table>
<thead>
<tr>
<th>Model</th>
<th># of layers in decoder</th>
<th># parameters (M)</th>
<th>Inference layer</th>
<th>PER - Train Mean ± STD</th>
<th>PER - Dev Mean ± STD</th>
<th>PER - Test Mean ± STD</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP (1)</td>
<td>1</td>
<td>4.0</td>
<td>-</td>
<td>4.3 ± 1.9</td>
<td>24.5 ± 1.4</td>
<td>25.7 ± 1.6</td>
</tr>
<tr>
<td>BP (2)</td>
<td>2</td>
<td>4.4</td>
<td>-</td>
<td>2.5 ± 0.8</td>
<td>20.5 ± 0.1</td>
<td>22.1 ± 0.5</td>
</tr>
<tr>
<td>BP (3)</td>
<td>3</td>
<td>4.8</td>
<td>-</td>
<td>3.3 ± 0.8</td>
<td>20.4 ± 0.4</td>
<td><strong>21.8 ± 0.4</strong></td>
</tr>
</tbody>
</table>

| AL (1, 1) | 1                      | 4.4              | 1               | 7.7 ± 0.6              | 20.5 ± 0.2           | **21.8 ± 0.2**       |
| AL (2, 1) | 2                      | 5.7              | 1               | 5.3 ± 0.6              | **20.2 ± 0.4**       | **21.8 ± 0.5**       |
| AL (2, 2) | 2                      | 5.7              | 2               | 5.8 ± 0.6              | 20.5 ± 0.2           | 22.1 ± 0.4           |
| AL (3, 1) | 3                      | 7.0              | 1               | 4.1 ± 0.5              | 20.6 ± 0.2           | 22.2 ± 0.3           |
| AL (3, 2) | 3                      | 7.0              | 2               | 4.4 ± 0.6              | 20.9 ± 0.3           | 22.8 ± 0.4           |
| AL (3, 3) | 3                      | 7.0              | 3               | 5.3 ± 0.7              | 22.2 ± 0.3           | 24.0 ± 0.4           |

input. All LAS models use the same encoder structure with three bidirectional GRU layers (\( N_E = 3 \)) and 256 for hidden size. The encoder input is the 80-dimensional Mel filter bank features stacked by three, i.e., a total feature size of 240. Both BP and AL form models are trained with 0.5 dropout rate. The decoder input and output are the 61 TIMIT phonemes, plus \( \langle \text{sos} \rangle \), \( \langle \text{eos} \rangle \), and the padding token. We map the 61 TIMIT phonemes to 39 phonemes before the phoneme error rate (PER) computation [15]. All the results are reported in the PER metric. We run each experiment five times and report the PER mean and standard deviation.

4.2. Single Decoder Layer (\( N_D = 1 \)) Results

We start by testing the proposed AL form LAS model with a single decoder layer. Table 1 shows the PERs of the baseline BP form and the proposed AL form LAS models. The AL model has very high PERs (\( \geq 100% \)) on both Dev and Test sets as the model just repeats the same phoneme for output as discussed in section 3.3. The VAE loss proposed in section 3.3 resolves the problem. The AL with VAE loss system achieves PER at 20.5% and 21.8% on Dev and Test. The PERs are 15% relative lower than the baseline BP form at 24.5% and 25.7% for Dev and Test sets, respectively. For the rest of the experiments, the “AL model” refers to the “AL with VAE model”.

4.3. Multiple Decoder Layers (\( N_D \geq 1 \)) Results

Table 2 shows the full results with \( N_D \geq 1 \) for both BP and AL form models. The table also shows the number of parameters at training and inference time. The BP form models have the same parameter number at both training and inference time. However, for AL form models, since we do not need label encoders, \( g^t \), for inference, as described in section 3.2.2, the number of model parameters at inference time are smaller than the training time. With the multiple inference path options for AL, we can further reduce the inference time parameter for AL form models.

In Table 2, the baseline BP models have lower PER as the number of decoder layers, \( N_D \), increases. When \( N_D = 3 \), the BP model achieves the best average PER at 21.8% with 4.8M inference-time parameters. On the other hand, the AL form models, AL(1,1) and AL(2,1), achieves the same PER at 21.8% with 15% fewer interference-time parameters (i.e., 4.8M to 4.1M). We find that increasing \( N_D \) for AL form models, though reducing the training PER, does not help further reduce PER for AL form models. This is probably due to the small training data size of the TIMIT task. We also observe that, though the proposed VAE variation mitigates the problem that AL form models rely on the previous token for prediction, the training label sequence over-fitting issue seems to remain to some extent. When examining the results in Table 2 for AL form with \( N_D = 3 \), we observed the AL models tend to remember the training label sequence more when \( N_D \) increases. This degrades PER on all data sets including training data. Reducing such training label sequence overfitting issues in AL form will be one of our future research directions.

5. CONCLUSION

In this paper, we propose the first successful implementation of the AL form LAS model to the TIMIT phoneme recognition task. We observe a VAE variation of the AL loss is required to ensure correct learning for autoregressive models. Experimental results on the TIMIT task show AL models have flexible inference paths and can achieve the same phoneme accuracy as the baseline BP models with 15% fewer model parameters. For future work, we will extend the approach to end-to-end ASR tasks such as LibriSpeech and explore more complicated model architectures, e.g., LAS with context feedback and RNN-T.
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