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Abstract

Modern conversational Al systems require so-
phisticated Named Entity Recognition (NER)
capabilities that can handle complex, contex-
tual dialogue patterns. While Large Language
Models (LLMs) excel at understanding con-
versational semantics, their inference latency
and inability to efficiently incorporate emerging
entities make them impractical for production
deployment. Moreover, the scarcity of conver-
sational NER data creates a critical bottleneck
for developing effective models. We address
these challenges through two main contribu-
tions. First, we introduce an automated pipeline
for generating multilingual conversational NER
datasets with minimal human validation, pro-
ducing 4,082 English and 3,925 Spanish utter-
ances. Second, we present a scalable frame-
work that leverages LLMs as semantic filters
combined with catalog-based entity ground-
ing to label live traffic data, enabling knowl-
edge distillation into faster, production-ready
models. On internal conversational datasets,
our teacher model demonstrates 39.55% rel-
ative Fl-score improvement in English and
44.93% in Spanish compared to production
systems. On public benchmarks, we achieve
97.12% F1-score on CoNLL-2003 and 83.09%
on OntoNotes 5.0, outperforming prior state-
of-the-art by 24.82 and 8.19 percentage points,
respectively. Finally, student models distilled
from our teacher approach achieve 13.84% rel-
ative improvement on English conversational
data, bridging the gap between LLM capabili-
ties and real-world deployment constraints.

1 Introduction

Modern conversational Al systems are experienc-
ing a paradigm shift from command-based inter-
actions to natural dialogue. This shift requires so-
phisticated Named Entity Recognition (NER) ca-
pabilities that can handle complex, contextual con-
versational patterns. Unlike traditional voice com-
mands that follow predictable structures, conversa-
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tional requests contain implicit references, contex-
tual dependencies, and nuanced intent expressions
that challenge existing real-time Natural Language
Understanding (NLU) models. Large Language
Models (LLMs) have demonstrated remarkable
success in understanding conversational semantics
and handling dialogue complexity (White et al.,
2025). However, their deployment in production
conversational systems faces critical limitations:
(1) inference latency, (2) inability to adapt to daily-
emerging entities (e.g., new songs, products), and
(3) scarcity of conversational data.

Knowledge distillation offers a solution to high
latency by transferring LLM capabilities to smaller,
faster models like BERT-based architectures (De-
vlin et al., 2019; Sanh et al., 2019). However, dis-
tillation requires high-quality training data that is
often unavailable for conversational NER. Human
annotation is expensive, time-consuming, and com-
plex to scale across languages. Moreover, the dy-
namic nature of conversational system interactions
presents an additional challenge, as user interac-
tion styles continuously evolve, and entity cata-
logs change daily (e.g., new songs or products),
requiring annotation frameworks that incorporate
emerging entities without model retraining.

In this paper, we address these interconnected
challenges through a comprehensive framework
that first tackles the data scarcity problem. We
introduce a scalable pipeline for automatically
generating gold-standard conversational NER test
sets with minimal human validation. Our ap-
proach leverages zero-shot learning to create con-
versational patterns with entity-type placeholders
across two languages, then populates these patterns
through weighted sampling from entity catalogs.
After addressing data set availability, we developed
a novel approach using LLMs as semantic filters
with catalog-based entity grounding rather than di-
rect extractors. This addresses the dynamic knowl-
edge challenge without additional training and pro-



vides high-quality labels for live traffic, solving
both data scarcity and quality issues. To meet la-
tency constraints, we distill this knowledge into
smaller BERT-based models that maintain accu-
racy while meeting real-time requirements.

We summarize our contributions as follows: (1)
A scalable framework for automatically generat-
ing multilingual conversational NER datasets, ad-
dressing data scarcity in conversational Al sys-
tems; (2) A novel approach combining catalog
grounding with LLLM semantic filtering for auto-
mated live traffic labeling; (3) Empirical valida-
tion shows that BERT-based models trained with
traffic-labeled data outperform those trained on tra-
ditional command-style datasets while maintaining
production-suitable latency and cost requirements.

2 Related Works

Conversational Data and NER. Recent work
has explored conversational dataset creation for
NLP applications (Soudani et al., 2024; Majumdar
et al., 2019), yet few resources target entity-centric
tasks in dialogue contexts. Prior studies demon-
strate that short, fragmented conversational utter-
ances require contextual modeling across turns (Ja-
yarao et al., 2018), while datasets with informal or
user-generated queries highlight challenges in han-
dling novel entities (Epure and Hennequin, 2023).
Despite progress in dialogue data generation, con-
versational NER remains under-studied.

LLMs for NER and Catalog Grounding. Large
language models have been applied to NER by re-
formulating tagging as generative extraction (Wang
et al., 2025). While LLMs demonstrate strong few-
shot performance, they remain sensitive to domain
shifts and entity distributions (Nandi and Agrawal,
2024; Chen et al., 2023). Although earlier work
has integrated knowledge bases into NER models,
explicit catalog-grounded approaches for conversa-
tional NER have received limited attention.

Model Distillation for NER. Knowledge distil-
lation has proven effective for transferring LLM
capabilities to smaller, more efficient NER mod-
els (Ma et al., 2022; Zhou et al., 2021; Wang et al.,
2023; Chen and He, 2023). Distilled models can
approach LLM-level performance while maintain-
ing efficiency for real-time deployment, includ-
ing domain-specific applications (Cocchieri et al.,
2025). However, distillation approaches targeting
conversational NER remains largely unexplored.

3 Dataset Generation Pipeline

In this section, we present our conversational NER
dataset generation pipeline to address the scarcity
of evaluation data in this domain. First, we iden-
tify conversational utterances from production traf-
fic (Section 3.1). Second, we semantically cluster
these utterances to ensure comprehensive coverage
of patterns and intents (Section 3.2). Third, we
employ an LLM to generate patterns with entity-
type placeholders, which human annotators vali-
date (Section 3.3). Finally, we populate these pat-
terns by sampling entities from live traffic, gen-
erating thousands of test examples (Section 3.4).
This process yields our multilingual conversational
NER benchmark comprising 4,082 English and
3,925 Spanish examples.

3.1 Conversational Utterance Detection

We begin with utterances from live conversational
system traffic, capturing actual user dialogues from
production deployments. Conversational utter-
ances exhibit features uncommon in traditional
command-based interfaces (e.g., play song) but
prevalent in modern dialogue systems, including
multi-clause structures, discourse markers, per-
sonal pronouns, and contextual references. Us-
ing these linguistic features, we create a heuristic-
based classifier that identifies conversational utter-
ances suitable for pattern generation.

3.2 Utterance Clustering

To ensure comprehensive coverage of diverse con-
versational patterns, we semantically cluster the
identified conversational utterances. We encode ut-
terances using sentence-transformers (Reimers and
Gurevych, 2019) to capture their semantic represen-
tations, then apply HDBSCAN clustering (McInnes
et al., 2017) to group similar utterances, requiring
at least 5 utterances per cluster. These clusters
serve as sources of seed utterances for pattern gen-
eration, ensuring the final dataset represents the full
range of intents and interaction patterns observed
in production traffic.

3.3 Pattern Generation

We leverage Claude 3.5 Sonnet v2 (Anthropic,
2024) to generate patterns from cluster represen-
tatives. The LLM abstracts entities into typed
placeholders, transforming specific utterances (e.g.,
“Play Beyonce”) into reusable patterns (e.g., “Play
<Artist>"). Our approach is inherently multilin-



gual: we generate both English and Spanish pat-
terns from English-only seeds by specifying the
target language in the prompt. An example of the
prompt used is provided in Appendix D. Human
annotators validate the generated patterns, resulting
in 409 English and 405 Spanish validated patterns.
By limiting human review to patterns rather than
individual utterances, we optimize efficiency while
maintaining quality.

3.4 Pattern Population

Once validated, these patterns can be populated
with different catalog entities to generate numerous
test examples without additional human validation.
We replace entity-type placeholders with catalog
entities sampled from live traffic for each language.
This sampling reflects real-world utterances, where
popular entities (e.g., “Beyonce” in English, “Bad
Bunny” in Spanish) regularly appear.

4 Semantic Filtering for NER

We introduce our approach for performing NER
at scale by formulating it as a semantic filtering
task where an LLM selects relevant entity pairs
(span, entity type) from pre-identified candidates
extracted from entity catalogs. This transforms
traditional generative NER into a constrained selec-
tion problem, decoupling knowledge from reason-
ing. Catalogs provide entity knowledge while the
LLM evaluates semantic relevance. This eliminates
the need for the LLLM to have prior knowledge of
entities or catalogs, enabling our system to handle
entities created after the model’s training cutoff and
adapt to catalog changes without model updates.

Formally, given an input query and a set of
candidate entity pairs obtained through exact text
matching against entity catalogs, the model de-
termines which candidates are semantically ap-
propriate for the given context. The model re-
ceives candidates in a structured format: {"span”:
"entity_text”, "label”: ‘"entity_type"},
where each candidate represents a potential en-
tity mention. For example, given the query “play
harry potter” with candidates {"span”: "harry
potter”, "label”: "movie"”} and {"span":
"harry potter”, "label”: "book"}, the model
evaluates each candidate’s contextual relevance. In
this ambiguous case, both options are semantically
valid; in other contexts (e.g., “watch harry potter”),
the movie label would be more appropriate.

This design offers several advantages over gen-

erative approaches: (1) all predictions correspond
to entities in our knowledge base, reducing hallu-
cinations; (2) multi-label scenarios are naturally
supported where spans can belong to multiple en-
tity types; and (3) the model does not need to learn
catalog-specific entity definitions, enabling flexible
deployment across varying entity schemas.

4.1 Prompt Structure and Design

Our prompt design enforces strict constraints for
reliable production performance. We structure the
prompt with distinct sections: task definition, se-
lection constraints, entity type descriptions, exam-
ples, and the target query with candidates. Each
section guides the model’s reasoning while main-
taining clear information boundaries, facilitating
error diagnosis and performance optimization. The
task definition frames NER as a selection task, em-
phasizing that the model must choose from pro-
vided candidates rather than generating new enti-
ties. We enforce selection constraints by requiring
exact copying of candidate entries, prohibiting new
span or label generation, and specifying the ex-
pected output format. These constraints reduce out-
of-vocabulary predictions and ensure downstream
compatibility. We leverage entity-type descriptions
to provide semantic grounding for disambiguation,
focusing on distinguishing features rather than ex-
haustive definitions. These zero-shot descriptions
enable the model to understand entity type bound-
aries without task-specific fine-tuning, supporting
informed decisions on borderline cases while main-
taining consistency with human annotation stan-
dards. The complete prompt template is provided
in Appendix C.

Dynamic Exemplar Selection While static ex-
emplar selection improves few-shot learning perfor-
mance, it often fails to provide optimal context for
diverse queries (Nori et al., 2023). We implement
dynamic retrieval that selects the most contextually
relevant exemplars from annotated training data
for each input, leveraging the observation that se-
mantically similar queries benefit from similar an-
notation patterns. We employ EmbeddingGemma-
300m (Vera et al., 2025) for dense vector represen-
tations, selected for its multilingual semantic simi-
larity performance and efficiency. For each query,
we compute cosine similarity and retrieve the top
10 most similar utterances with annotations. This
enables automatic adaptation across query intents
and domains without manual curation, providing
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Figure 1: The NER Teacher Model pipeline including dynamic exemplar retrieval and catalog matching.

relevant disambiguation examples. Retrieved ex-
emplars are formatted consistently with the target
task, demonstrating semantic filtering application
in similar contexts. An ablation study on retrieval
size appears in Appendix B.

5 Experimental Setup

5.1 NER Teacher Model

We experiment with several prompting strategies
to demonstrate each component’s effect on overall
performance using Claude 3.5 Sonnet v1 for all
experiments. First, we evaluate performance using
task-relevant instructions with randomly selected
exemplars, referred to as ICL (In-Context Learn-
ing), serving as the baseline for our NER Teacher
Model. This enables us to evaluate the effect of
formulating NER as a Semantic Filtering (SF) task
(Section 4), which uses the same randomly selected
exemplars. Finally, we evaluate the effect of in-
tegrating dynamic exemplar retrieval (DER) into
our final prompt. While we use the same prompt
structure across languages, we leverage language-
specific exemplars. We provide an example of our
approach in Figure 1.

Post-Processing step Despite prompt-level con-
straints, LLMs occasionally generate outputs that
violate specified requirements. We implemented
post-processing pipeline step to ensure output qual-
ity. The pipeline includes validation of output for-
mat, verification of candidate adherence, and filter-
ing of invalid predictions.

5.2 Student Model Distillation

Despite their strong performance and generaliza-
tion capabilities, LLMs are prohibitively slow and

expensive for latency-constrained production set-
tings. For this reason, we investigate using them
as teacher models for smaller BERT-based archi-
tectures. We study using an LLM to annotate
conversational NER data, then training a smaller
model to replicate these annotations, distilling the
LLM’s knowledge. In our experiments, we use
XLM-RoBERTa as the backbone for our student
model. To evaluate the impact of LLM-annotated
conversational data, we train two variants with and
without conversational NER data annotated by the
NER Teacher Model. All models were trained with
batch size 128 for 5 epochs using AdamW opti-
mizer (Loshchilov and Hutter, 2019), learning rate
1075, 100 warmup steps, and 0.01 weight decay.

5.3 Datasets

Our internal evaluation uses three test sets: the gen-
erated multi-lingual conversational dataset (Section
3), high-frequency user requests, and entities ab-
sent from training data. These evaluate the NER
Teacher Model’s ability to handle conversational
requests, process head-of-traffic distribution, and
generalize to unseen entities. To avoid data leakage,
we removed requests containing unseen entities
from the example retrieval set.

Additionally, in order to assess generalization
beyond our domain, we evaluate on CoNLL-
2003 (Sang and De Meulder, 2003) and OntoNotes
5.0 (Pradhan et al., 2013), two widely-used open-
source NER benchmarks. These datasets validate
whether our approach extends beyond conversa-
tional Al to general NER. Since these open-source
datasets lack entity catalogs, we create entity-type
catalogs using all entities from the provided splits.
Consistent with our internal evaluation, we use
the training datasets as exemplar sources. Dataset



‘ English ‘ Spanish

Model ‘ Conversational Head Unseen ‘ Conversational Head Unseen

Baseline ‘ 0.00 % 0.00 % 0.00 % ‘ 0.00 % 0.00 % 0.00 %
ICL +31.33 % 293% +331% +32.80 % 440% +1.04 %
SF +36.83 % +3.72 % +19.70 % +43.77 % 222% +19.86 %
SF + DER +37.79 % +4.11 % +24.83 % +44.25 % +4.64 % +26.65 %
Baseline + PS +5.54 % +5.82% +11.00 % +5.29 % +6.69 % +11.27 %
SF + DER + PS +39.55 % +5.09% +27.63 % +44.93 % +4.97 % +28.07 %

Table 1: Relative performance improvements (% F1-score) compared to production baseline on internal test sets
(English and Spanish). We also report performance using post-processing (PS). Bold indicates the best performance.

statistics are provided in Appendix A. For student
model experiments, we use an internal dataset con-
taining no conversational examples. As conversa-
tional training data, we include only 3,724 English
samples annotated by the NER Teacher Model.

5.4 Evaluation Metrics

Following standard NER evaluation practice, we
employ exact match precision, recall, and F1-score
at the entity level, requiring both correct span iden-
tification and accurate entity type classification.
This strict criterion ensures comprehensive assess-
ment of entity detection and type disambiguation
while supporting multi-label scenarios where enti-
ties belong to multiple entity-types.

6 Results

We present NER Teacher Model results on public
and internal datasets, including production eval-
uation, followed by Student Model results when
trained on Teacher-labeled conversational data.

6.1 Internal Dataset Evaluation

As shown in Table 1, our approach demonstrates
exceptional performance gains on conversational
data. In English, the basic ICL approach achieves
a 31.33% relative improvement over the baseline,
while SF raises this to 36.83%. Meanwhile, SF
with dynamic exemplars (SF+DER) yields the
strongest performance with a 37.79% relative im-
provement, highlighting the critical importance
of contextually relevant examples for conversa-
tional NER tasks. We observe consistent results for
Spanish as well, with the best-performing prompt
(SF+DER) achieving 44.25% gains.

Head traffic evaluation reveals more nuanced re-
sults. While ICL shows slight performance degra-
dation in both English and Spanish (-2.93% and

-4.40% respectively), adding dynamic exemplars
recovers performance ( +4.11% in English and
+4.64% in Spanish). This suggests head traffic ben-
efits particularly from relevant contextual examples
that help disambiguate common but potentially am-
biguous entity mentions. For unseen entities, even
basic ICL achieves a 3.31% increase in English,
with SF reaching 19.70% and dynamic exemplars
achieving 24.83% relative improvement. Consis-
tent with other test sets, we observe a similar pat-
tern in Spanish with dynamic exemplars boosting
performance by 25.65%. These results demonstrate
the system’s ability to handle entities absent from
training data, critical for production systems adapt-
ing to evolving catalogs.

Finally, in our production configuration, our
post-processing (Section 5.1) achieves meaning-
ful gains across all test sets. Most notably, it shows
significant increases in conversational data (39.55%
in English and 44.93% in Spanish) and unseen en-
tities (27.63% in English and 28.07% in Spanish),
indicating that our quality control pipeline effec-
tively captures and corrects systematic errors.

6.2 Public Benchmark Evaluation

As shown in Table 2, our method achieves substan-
tial gains on CoNLL-2003. SF raises the F1-score
from 82.55% to 94.54%, representing an 11.99
percentage point increase. Similar to our internal
evaluation, adding DER further enhances perfor-
mance to 97.12%, confirming the effectiveness of
contextually relevant example selection. Notably,
our approach significantly outperforms the 72.30%
F1-score reported by Ma et al. (2023), achieving
a 24.82 percentage point gain while requiring no
task-specific training. The balance between preci-
sion and recall is particularly noteworthy, with both
metrics exceeding 97% in our best configuration.



| CoNLL-2003 | OntoNotes 5.0
Model ‘ Precision Recall F1-score ‘ Precision Recall F1-score
ICL 79.89% 85.39% 82.55% 65.09% 72.66% 68.67%
SF 94.21% 94.87% 94.54% 73.17% 89.39% 80.48%
SF + DER 97.00% 97.24% 97.12% 77.58% 89.44% 83.09%
Few-shot SoTA |  N/A N/A 7230% | N/A N/A 74.90%

Table 2: NER Performance comparison on public benchmarks. Bold indicates the best performance.

‘ English ‘ Spanish
Model ‘ Conversational Head Unseen ‘ Conversational Head Unseen
Baseline 0.00 % 0.00% 0.00 % 0.00 % 0.00% 0.00 %
With labeled data +13.84 % +5.61 % +6.33 % +9.21 % +7.51 % +7.39 %

Table 3: Student model performance gains (relative Fl-score %) when trained with LLM-labeled traffic data
compared to training on traditional datasets only (Baseline). Bold indicates best performance.

This indicates our semantic filtering approach ef-
fectively minimizes both false positives and false
negatives, crucial for production deployment where
prediction reliability is paramount.

OntoNotes 5.0 results show similar trends albeit
the dataset’s inherent complexity and larger entity
type vocabulary. Semantic filtering raises the F1-
score from 68.67% (ICL baseline) to 80.48% (SF),
with dynamic exemplars pushing performance to
83.09%. Again, our approach substantially out-
performs the state-of-the-art few-shot baseline of
74.90%, achieving an 8.19 percentage point in-
crease. The consistent gains across both pub-
lic datasets validate that our semantic filtering
methodology generalizes effectively beyond con-
versational Al to traditional NER tasks.

6.3 Conversational NER Student Model

Table 3 presents student model performance when
trained on teacher-labeled data, addressing whether
knowledge from our semantic filtering methodol-
ogy transfers effectively to production-ready mod-
els. Results show positive outcomes across all test
sets. For conversational data, we observe impres-
sive relative gains of 13.84% in English and 9.21%
in Spanish. Remarkably, adding only 3.7k English
conversational examples to our training dataset
improves performance beyond conversational con-
texts: 6.51% average increase on head traffic and
6.86% on unseen entities across both languages.
The positive results indicate that semantic under-
standing from our LLM teacher can be success-

fully distilled into smaller, faster production-ready
models. The improvements on head traffic and
unseen entities show that conversational data im-
provements transfer to command-like transactional
settings, even for entities unseen during training.

7 Conclusions

We present a scalable framework for conversational
Named Entity Recognition combining catalog-
based entity grounding with LLM semantic filter-
ing. Our approach transforms NER from a genera-
tive task into a constrained selection problem, en-
abling automated labeling of live traffic data with-
out human annotation while ensuring factual accu-
racy through knowledge base grounding. We intro-
duce an automated pipeline for generating multilin-
gual conversational NER datasets reducing annota-
tion costs while maintaining gold-standard quality.
Our semantic filtering approach achieves 39.55%
improvement on internal conversational data and
97.12% F1-score on CoNLL-2003, outperforming
prior state-of-the-art by 24.82%. Student models
trained with LLM-labeled traffic data show con-
sistent improvements on both conversational and
traditional transactional NER data. This work es-
tablishes a foundation for scalable conversational
NER adapting to evolving entity catalogs while
maintaining speed and reliability for real-time con-
versational Al systems. The methodology’s gen-
eralization across domains and languages makes
it broadly applicable to modern dialogue systems
requiring sophisticated semantic understanding.



Limitations

Our in-production analysis reveals that despite
these constraints, LLMs occasionally generate pre-
dictions outside the provided candidate set. While
post-processing filters catch such violations, we
observe that applying them yields performance im-
provements, suggesting some out-of-catalog pre-
dictions. However, predictions missing from our
catalogs does not necessarily indicate errors as they
may represent legitimate entities absent from our
knowledge base. As future work, we could leverage
such predictions to automatically update entity cat-
alogs after manual or automatic validation, rather
than simply discarding them. This could create a
feedback loop that continuously improves catalog
coverage based on real-world usage patterns.

Additionally, while our pattern generation
pipeline demonstrates impressive results across
multiple languages, it relies solely on English
seed utterances. Although the LLM successfully
generates grammatically and semantically appro-
priate patterns in target languages, this approach
may introduce cultural bias and miss language-
specific cultural cues in user requests. For instance,
culturally-specific ways of requesting content may
not be fully captured when patterns are grounded by
English seeds. Future work should investigate the
impact of using native-language seeds or culturally-
diverse seed collections to better represent the cul-
tural diversity of different user populations.
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A Dataset Statistics

Table 4 presents comprehensive statistics for the
datasets used in our evaluation, including both in-
ternal datasets and external public benchmarks. For
each dataset, we report the total number of samples,
average utterance length in words, and the number
of entity types.

B Impact of number of retrieved
exemplars

Table 5 presents the relative Fl-score improve-
ments of our semantic filtering approach using vary-
ing numbers of retrieved exemplars. The number
of exemplars indicated for each row is used during
inference. The model consistently benefits from
dynamic exemplar retrieval, with performance im-
provements evident even at 5 exemplars compared
to semantic filtering alone (SF). Head traffic shows
particular sensitivity to exemplar count, degrading
significantly at 5 exemplars (-2.22%) but perform-
ing best at 10 (4.11%), suggesting high-frequency
requests benefit from sufficient diverse examples
to disambiguate common patterns.

We observe optimal performance with 10 ex-
emplars, achieving the highest average improve-
ment (22.24%) and strong results across all test
sets: 37.79% on conversational data, 4.11% on
head traffic, and 24.83% on unseen entities. Be-
yond this point, performance degrades at 20 exem-
plars (20.63% average), with declines across all
metrics. We hypothesize that this decline is due
to increasing noise from excessive context. With
too many exemplars, less relevant examples may
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Language | Dataset Public Total samples Average length Total entity types
Conversational N 4,082 19.49 22
Head Traffic N 13,405 542 22
English Unseen Entities N 12,283 9.01 22
CoNLL-2003 Y 3,453 13.44 4
OntoNotes 5.0 Y 8,262 18.48 18
Conversational N 3,925 14.99 22
Spanish Head Traffic N 4,951 3.75 22
Unseen Entities N 9,506 7.92 22
Table 4: Statistics for public and private test sets used for evaluation.
Model Exemplars Conversational Head Unseen \ Avg
Baseline X 0.00% 0.00% 0.00% ‘ 0.00%
SF X +36.83% +3.72% +19.70% | +20.08%
SF with Exemplars 5 +37.04% 222%  +21.93% | +18.92%
SF with Exemplars 10 +37.79% +4.11% +24.83% | +22.24%
SF with Exemplars 20 +36.69% +1.57% +23.64% | +20.63%

Table 5: Relative performance difference (% points) compared to production baseline on internal English NER

datasets using varying numbers of retrieved exemplars.

dilute the signal, making it harder for the model to
identify the most pertinent patterns for the given
query. Additionally, 20 exemplars substantially
increase prompt length and inference latency with-
out corresponding performance gains. Based on
these findings, we use £k = 10 exemplars for all
reported experiments, balancing performance with
computational efficiency

C NER Teacher Model Prompt

To ensure reproducibility, we provide the com-
plete prompt template used for our NER Teacher
Model. Table 6 presents the prompt template that
performs entity selection through semantic filtering
with catalog-grounded candidates. The template in-
cludes task definition, selection constraints, entity
type descriptions, exemplars, and the target query
with candidate entities. The template uses Jinja2
syntax for dynamic content insertion.

D Data Generation Prompt

We provide the complete prompt template used in
our conversational NER data generation pipeline.
Table 7 shows the prompt template used to create
conversational NER patterns with entity-type place-
holders. The template includes critical instructions

for entity replacement, allowed and forbidden tags,
correct and incorrect replacement examples, and
detailed pattern generation rules. The template uses
Jinja2 syntax for dynamic content insertion.



You are an NER (Named Entity Recognition) tool that performs entity extraction by selecting from pre-identified candidate
entities.

<task>

Your task is to SELECT ONLY from the provided candidate entities based on semantic relevance and contextual
appropriateness. You are given a query and a list of candidate (entity, entity-type) pairs. Your job is to choose which
candidates are semantically relevant to the query.

CRITICAL: This is a SELECTION task, NOT a generation task. You must ONLY select from the exact candidate pairs
provided below. Each output entry must be an EXACT COPY of a candidate entry.

</task>

<task_specific_instructions>
{{ task_specific_instructions }}
</task_specific_instructions>

<output_instructions>

SELECTION CONSTRAINTS:

- You MUST ONLY select from the exact {"span”: "X", "label”: "Y"} pairs provided in the candidates section
- Every entry in your output MUST be an exact copy of a candidate entry

- NEVER generate new spans, labels, or combinations not present in candidates

- I no candidates are semantically relevant, output an empty array []

OUTPUT FORMAT REQUIREMENTS:

- Return ONLY a raw JSON array of objects with no markdown formatting
- DO NOT include “‘ json markers, explanations, or introductory text

- The output must be directly parseable by json.loads()

- Each object must be an exact copy from the candidates section
</output_instructions>

<entity_types>
{% - for tag, description in ner_labels.items()} {{ tag }} : {{ description }}
{% - endfor %}
</entity_types>

<examples>

{% for example in examples %}
<example>

Input: "{{ example.query }}"

<candidates>

{%- for candidate in example.catalog_matches %}

<candidate>

{"span": "{{ candidate.span }}", "label”: "{{ candidate.label }}"}
</candidate>

{%- endfor %}

</candidates>

Output: [{%- for response in example.response %} {"span”: "{{ response.span }}", "label”: "{{
response.label }}"}, {%- endfor %}]

</example>

{% endfor %3}

</examples>

Input: "{{ query }}"

<candidates>

{%- for candidate in candidates %}

<candidate>

{"span": "{{ candidate.span }}", "label”: "{{ candidate.label }}"}
</candidate>

{%- endfor %}

</candidates>

Output:

Table 6: Complete NER prompt template used for entity selection task. The template includes task definition,
selection constraints, entity type descriptions, few-shot examples, and the target query with candidate entities.
Template variables use Jinja2 syntax (shown in {{ }} and are populated at runtime. Structural sections are delimited
with XML-like tags (e.g., <task>, <candidates>).



<task>
Your task is to generate patterns in {{ target_lang }} starting from a set of customer requests provided between <ieeds>
and </seeds>. The generated patterns should be representative of the seeds semantically and share their intent. The generated
patterns should be made in a conversational or natural request manner.
These patterns will be used to create Named Entity Recognition (NER) datasets. For this reason, instead of containing the actual
named entities in the seeds, they should contain the tag representing the entity-type provided in <entity_types>. These tags
are the NER label so restrict entity types to the list provided below. This will enable us to replace them with our own entities of
interest in a flexible and scalable manner. Adhere to the provided instructions.
</task>

<critical_instructions>
IMPORTANT: ONLY REPLACE SPECIFIC NAMED ENTITIES WITH TAGS, NEVER GENERIC WORDS

ALLOWED ENTITY TAGS - USE ONLY THESE EXACT TAGS AND NO OTHERS:
{%- for tag in allowed_tags %}

-<{{ tag }}>
{%- endfor %}

FORBIDDEN TAGS - NEVER USE THESE TAGS OR ANY TAGS NOT PROVIDED IN THE ALLOWED ENTITY TAGS
LIST:
{%- for tag in forbidden_tags %}
-<{{ tag }»>
{%- endfor %}
- Any other tag not in the ALLOWED list above

CORRECT REPLACEMENTS:

{%- for example in correct_replacements %}
-"{{ example.text }}" — <{{ example.tag }}>

{%- endfor %}

INCORRECT REPLACEMENTS (DO NOT DO THESE):
{%- for example in incorrect_replacements %}

-"{{ example.text }}" — <{{ example.tag }}> (WRONG! {{ example.reason }})
{%- endfor %}

STRICTLY FORBIDDEN PATTERNS (NEVER GENERATE THESE):
<negative_examples>
{%- for example in negative_examples %}
{{ loop.index }}. "{{ example }}"
{%- endfor %}
</negative_examples>

THE RULE IS SIMPLE:
{%- for rule in entity_specific_rules %}

-<{{ rule.tag }}> ONLY replaces {{ rule.description }}
{%- endfor %}

REMEMBER: Tags are ONLY for replacing SPECIFIC NAMED ENTITIES, not generic concepts or common nouns.

OUTPUT FORMAT REQUIREMENTS:

- Only generate patterns in the target language: {{ target_lang }}

- Return ONLY a raw JSON array of strings with no markdown formatting
- DO NOT include “*json or “ ¢ markers

- DO NOT include any explanations or comments

- DO NOT include any introductory text like "Here is a JSON array ..."

- The output should be directly parseable by json.loads()
</critical_instructions>

<rules>

{%- for rule in rules %}

{{ loop.index }}. {{ rule.text }}
{%- endfor %}

</rules>

<seeds>

{%- for seed in seeds %}
{{ seed }}

{%- endfor %}

</seeds>

Output:

Table 7: Complete pattern generation prompt template using Jinja2 syntax for dynamic content insertion. All
template variables are populated at runtime to generate conversational NER patterns in the target language.
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