**ABSTRACT**

The ability to accurately pinpoint the location of an event (e.g., loss, fault or bug) is of fundamental requirement in many systems. While we have state-of-the-art models to predict likelihood of an outcome, being able to pinpoint to the entity responsible for the outcome is also important. For example, in an e-commerce setup, a lost package detection system needs to infer the reason or location (delivery station, sort center, trucks) in case of a missing item, a network management system would like to diagnose nodes that are faulty based on end-end packet flow traces or a compiler needs to point out the exact location of a code that is erroneous. In this paper, we present an Attention based neural architecture for entity localization to accurately pinpoint the location of package loss in delivery network and bugs in erroneous programs. Our model performs well in scenarios where there is no annotation / ground truth for entities for localization. It can also adapt itself if annotations / ground truth is available for even a subset of entities by leveraging semi-supervision. The core of our model is a ladder-style architecture that helps us achieve state-of-the-art performance in both entity localization and detection. Further, to show the generality of our approach, we demonstrate its performance on a bug localization task for software programs. On a publicly available data-set, our solution outperforms the state-of-the-art technique by a significant margin.
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**1 INTRODUCTION**

Large-scale industrial systems involve well-orchestrated interplay between many automated components, the complexity of which evolves as the components get refined using the collected data. With the growing complexity, not only the system becomes susceptible to faults, break-downs and losses, it also presents a challenge to trace the issue to its root-cause and gain an in-depth understanding of such behavior. For example, in transportation and logistics industry, millions of packages are delivered across the globe daily. Yet a small fraction of them get lost for various reasons (e.g. non-compliance of standard operating principles), resulting in significant business loss and customer frustration. Manual inspection of each and every package is infeasible due to the sheer scale at which the system operates, making root-cause analysis a challenging problem.

On the other hand, inter-operability issues in a large-scale distributed system can result in network-wide disruption of services. In recent times, a DNS configuration error caused an outage of Facebook, WhatsApp, Instagram and Messenger services to millions of users worldwide.

To prevent such outages, one would like to localize the fault and resolve the issue quickly. Fault localization is challenging due to the large number of inter-connected entities (network elements, compute resources, databases, etc.) involved. Yet another parallel can be drawn from the objective of bug localization in software programs: many large-scale software systems are shipped with bugs which cause the system to perform incorrectly or in an unexpected way. Automatically localizing software bugs will help improve developer efficiency and the eventual quality of the software.

The common underlying theme is a notion of entities (e.g., delivery station, sort center, trucks etc for shipment loss, individual line of codes for bug localization and inter-connected devices for fault localization) and the definition of an event signifying the intended purpose of the system: shipment delivery, http connections and program execution. A fault corresponds to an anomalous event (e.g. shipment loss) which we need to attribute to the responsible entities. We refer to this problem as **Entity Loss Localization**. We use the terms localization and attribution interchangeably throughout this paper.

In this paper, we address the entity localization problem in the context of shipment losses in the delivery network of a major e-commerce platform. From the logistics perspective, when a customer places an order, the package gets shipped from the nearest warehouse and goes through various facilities to reach the delivery location. Similarly, for customer returns, the delivery agent...
We run extensive experiments (both offline and online) to demonstrate the superiority of Solar architecture (referred to as Science of Entity Loss Attribution or Solar) to jointly model the task of loss prediction and localization. Specifically, we develop a novel attention based neural model trained on labelled instances to generate labels for unlabelled data. We propose Solar, a novel attention-based semi-supervised model to localize package loss at the entity level. The model leverages fine-grained information regarding entities (delivery station, sort center, trucks), and shipment level features to estimate the package loss probabilities. Through offline experiments, we demonstrate that our algorithm achieves considerable improvement in localization accuracy over existing baselines.

(3) To demonstrate the generality of our approach, we apply Solar to the problem of bug localization in software programs on a public data-set. Offline results indicate that our algorithms lead to as high as 1% lift in localization accuracy as compared to the state-of-the-art technique for bug localization.

After running an A/B test on a popular e-commerce company in an emerging marketplace, SOLAR achieved cost savings in the order of 10 basis points of revenue.

2 RELATED WORKS

Loss localization can be thought of as a distant variant of Multiple Instance Learning (MIL) [4, 6, 12, 22]. MIL is a weakly supervised class of learning algorithms where the learner receives a set of labeled bag of examples instead of individual samples. A bag is labeled positive if there is at least one positive sample in the bag. If all samples are from the negative class, the bag is labeled negative. The connection is as follows - delivered shipments correspond to negative bags in the MIL set-up. For a lost package, at least one of the entities will be responsible, which is akin to a positive bag. However, there is one fundamental difference between MIL and our set-up: in MIL, the label of an example is unknown but fixed whereas, the label of an entity is conditioned on the shipment i.e. the same entity can be good for one shipment but may not be for others. This poses a challenge, as the class labels of the samples are noisy (or conditioned on contextual information) and requires new algorithms to be developed.

There is some recent work [20, 27, 34, 38] on learning deep representations of set structured data. In contrast to the traditional approach of working with fixed dimensional data, the goal here is to learn representations of a variable number of objects. The representations are used to drive various tasks, like estimating population statistics, anomaly detection, etc.

Attention mechanism [2] introduced first for the machine translation task generates conditional distribution over input entities. This distribution is used to obtain a weighted representation of the input. Attention mechanism is now a predominant concept in many of the NLP [9], computer vision [32] and speech processing task [7]. It dynamically learns to pay attention to different part of input based on its relevance to certain task such as classification [8, 14], machine translation [39], summarization [33], object detection [40] etc. We have used attention mechanism to obtain a likelihood of entity responsible for loss in the system.

Semi-supervised Learning (SSL) methods are new, exciting much more applicable to real world applications, as it utilises only a few labeled training examples along with a large number of unlabeled training examples. SSL approaches are applied when data holds a certain assumptions [5], namely Smoothness assumption, Cluster assumption and Manifold assumption. There are well known SSL methods such as Proxy Label methods [1, 19, 28] which utilises model trained on labelled instances to generate labels for unlabelled
set based on certain heuristics, Generative Models [16, 23] which learn to generate data from certain data distribution can learn to features that can be transferred to another supervised task. Graphical Models [17, 36] where data points are considered as nodes of the graph and information is propagated between nodes based on the similarity of two nodes, and Consistency Regularization [18, 25, 30] where a model is trained to obtain consistent output with an unlabelled example and its perturbed version. We have extended SOLAR model with consistency regularization technique to utilise majority of unlabelled examples for the package loss localization task.

Another related line of work is the research on multi-touch attribution for online advertising [26, 35]. The goal is to attribute the ad revenue to different channels in proportion to their impact on customer conversion. However, as the ground-truth attribution data is never available, these techniques are unsupervised in nature and can not be extended to semi-supervised setting for our use-case.

3 BACKGROUND

In Figure 2, we show the journey of an order from warehouse to customer doorstep and back to warehouse, in case of a return. The shipment can go missing at any of point of transit. The goal is to localize the loss to entities who were in contact with the shipment. Features related to these entities form the input to our model. Our localization algorithm is oblivious to the semantic of the entities. Depending on the intervention applied, one can use either coarse-grained (e.g. replacing facilities and trucks by a single network entity) or fine-grained entities without changing the underlying algorithm.

**Problem Definition** Let $E$ be the universe of entities. Each shipment $s$ defines a subset $E_s \in E$ of entities (possibly of variable length) who has been in contact with the shipment. Let $y_s \in \{0, 1\}$ be the target variable for the package. Let $\pi_s = (\pi_{s,i} : x_{s,i} \in E_s)$ be a multinomial distribution over $E_s$ where $\pi_{s,i}$ is the likelihood of entity $x_{s,i}$ being the reason for loss. The goal of package loss localization is to infer the distribution $\pi_s$ given the set of entities $E_s$, and the shipment features $\lambda_s$.

4 SOLAR MODEL

The objective of SOLAR has two main components (a) to be able to predict the final output - whether the shipment will lead to loss and (b) localization - identify the entity responsible for the loss. The first objective is a simple binary classification problem, which can be solved using a DNN, taking in all the features as input and predict an output. To address the second objective, we introduce attention weights to the model.

With attention mechanism, we train our deep learning model such that it pays attention to relevant entities of all the entities involved. We hypothesize that if we group features pertaining to an entity and pass it through a self-attention layer, the obtained attention weights can give each entity, a likelihood of being responsible for the output.

The SOLAR model comprises three layers of neural network - input encoder, aggregator network and output layer. The encoder layer maps high dimensional sparse feature vectors of entities to dense low dimensional representations. The low dimensional representations of a variable number of entities are combined by the aggregator network to a fixed dimensional representation of the input instance. This is picked by the output layer to predict the target variable. Below we describe each of these layers in detail. The architecture of the model is described in figure 3.

4.1 Input Encoder

For a given shipment $s$, let $\phi_{s,e}$ denote the feature vector corresponding to each entity $e \in E_s$. These features could be ID of the entity (e.g. station ID of delivery station) represented as a learnable set of embedding parameters or contextual information about the entity and the action it performed on the shipment e.g. time of day, percentage of lost shipments in contact with the entity in past 6 months etc. Note that the shipment feature vector $\lambda_s$ captures shipment specific attributes (e.g. price, weight, category etc.). Each feature vector $\phi_{s,e}$ undergoes an encoding of the following nature

$$z_{s,e} = f_e(\phi_{s,e} \odot \lambda_s)$$

Here $\odot$ is the concatenation operation. The encoder function $f_e$ first transforms the raw feature vectors through a batch normalization step followed by a single fully-connected layer with tanh non-linearity

$$\phi_{s,e} = \text{Batchnorm}(\phi_{s,e})$$

$$\phi_{s,e} = \tanh(W_{e} \phi_{s,e} + b_{e})$$

Here Batchnorm(·) [13] is a normalization step that learns two parameters (mean and standard deviation) and adjusts its input through scale and shift. This helps in improving the speed of convergence and stability during model training. $W_{e}$ and $b_{e}$ are entity-specific weights primarily aimed at bringing the entity-specific feature vectors from disparate feature spaces to a common representation. Shipment features $\lambda_s$ are combined to output the latent
representation $z_{s,e}$ in the following manner:

$$h_{s,e} = (\phi_{s,e} \otimes \lambda_s)$$  
(4)

$$h'_{s,e} = \text{dropout}(h_{s,e})$$  
(5)

$$z_{s,e} = \tanh(W_h h_{s,e} + b_h)$$  
(6)

Dropout [29] is a regularization technique that randomly sets a subset of input features to zero during the forward pass and back propagation. The latent representation $z_{s,e}$ is fed into aggregation layer to arrive at the final score.

### 4.2 Aggregator Network

Since we assume neither ordering nor dependency among entities, it is desirable that the likelihood function should be permutation invariant. Following the result of Zaheer et al [38], a permutation-invariant likelihood can be written as,

$$p(y_s | \mathcal{E}_s, \phi_s, \cdot, \lambda_s) = h \left( \sum_{e \in \mathcal{E}_s} f(\phi_{s,e}, \lambda_s) \right)$$  
(7)

where $f$ and $h$ are functions implemented via Deep Neural Networks. Network $f$ learns the encoding of the input features (refer to Section 4.1) which are then combined by the aggregator function $h$ to learn an instance level representation.

In SOLAR we implement the aggregator function $h(\cdot)$ as a weighted combination of entity representations $\{z_{s,e} | e \in \mathcal{E}_s\}$ where the weights are learned via self-attention mechanism [21].

Let $\{\pi_{s,e} | e \in \mathcal{E}_s\}$ be a set of attention weights. Then the aggregation operation performed by this layer is given by

$$h_s = \sum_{e \in \mathcal{E}_s} \pi_{s,e} \cdot z_{s,e}$$  
(8)

The attention weights are calculated as

$$\alpha_{s,e} = \tanh(W_{\alpha} \cdot z_{s,e})$$  
(9)

$$\beta_{s,e} = \tanh(W'_{\beta} \cdot z_{s,e})$$  
(10)

$$\pi_{s,e} = \frac{\exp{(w^T \cdot \alpha_{s,e} \otimes \beta_{s,e})}}{\sum_{e'} \exp{(w^T \cdot (\alpha_{s,e'} \otimes \beta_{s,e'}))}}$$  
(11)

where $W_{\alpha}$, $W'_{\beta}$ and $w$ are learnable parameters and $\otimes$ is the element-wise multiplication operation. The attention weights help us focus on entities that are highly predictive of the target variable $y_s$ than others. Our interpretation is that for positive samples i.e. $y_s = 1$, high attention weights correspond to entities that are more likely to be responsible for the package loss. As observed in our experiments (section 6), entities prone to losing the package (e.g. higher number of orders in past associated with package loss) tend to get higher attention weights.

### 4.3 Output Layer

In the final stage, the instance level representation $h_s$ learned is passed through a stack of fully-connected layers with ReLU non-linearity. Further, we use residual connections and batch normalization for accelerated convergence of model training.

### 4.4 Semi-supervised Training of SOLAR

We have a modicum of ground-truth data-set on localization via investigations carried out by ground team. The dataset is small as it’s limited by the capacity of human investigators. In order to make our model take advantage of the additional ground truth data, we propose semi-supervised learning of SOLAR via the Ladder architecture [25]. This way, the attention weights measuring loss localization, not only trains itself on input features but also takes information from the ground data wherever available. Consistency Regularization [3] is a recent line of work wherein the model utilizes unlabeled examples to enforce cluster assumption, i.e. the decision boundary should lie in the low-density region. We favor functions that give consistent outputs on similar data points, i.e. under the cluster assumption, a realistic perturbation to data should not change the predictions significantly.

**Ladder Encoders** Ladder network [25] takes a feed forward network and augments it with additional branches. Specifically, there is a clean encoder, a corrupted encoder, and a decoder. An input $x$ passes through both the encoders, which are generally the same feed forward network but with Gaussian noise injected at each layer in the corrupted encoder after batch normalization. We thus obtain two predictions, $\hat{y}$ from clean encoder and $\hat{\hat{y}}$ from the corrupted encoder.
We employ Semi-Supervised Learning over Graph to localise bugs, thus we need Error Localization.

At each training iteration, the input is passed through both Ladder Encoder networks. In the corrupted encoder, Gaussian noise is injected before the input encoding layer, producing two set of outputs, a clean prediction \( y, \pi_{s,e} \) and a prediction based on corrupted input \( \tilde{y}, \tilde{\pi}_{s,e} \). The output representation \( \tilde{h}_s \) is then fed into the decoder to reconstruct the clean input. The unsupervised training loss \( L_u \) is then computed as the sum of three losses - MSE between the output of the clean encoder \( y \) and ground truth prediction \( \pi_{s,e} \), MSE between \( \pi_{s,e} \) and \( \tilde{\pi}_{s,e} \), Reconstruction loss(MSE) between the clean encoder input \( \phi_{s,e} \) and the reconstructed decoder predictions \( \hat{\phi}_{s,e} \)

\[
L_u = \frac{\lambda_1}{|S|} \sum_s \| y_s - \tilde{y}_s \|^2 + \lambda_2 \sum \frac{1}{|E_s|} \sum_{e \in E_s} \| \pi_{s,e} - \tilde{\pi}_{s,e} \|^2 + \lambda_3 \sum \frac{1}{|E_s|} \sum_{e \in E_s} \| \phi_{s,e} - \hat{\phi}_{s,e} \|^2
\]

Supervised loss \( L_s \) has two components: (1) cross-entropy loss between clean encoder prediction \( y \) and ground truth prediction \( \tilde{y} \), and ground truth prediction \( \tilde{\pi}_{s,e} \) is available then cross entropy with attention weights from clean encoder \( \pi_{s,e} \)

\[
L_s = -\frac{\lambda_4}{|S|} \sum_s [\tilde{y}_s \ln y_s + (1 - \tilde{y}_s) \ln (1 - y_s)] + \lambda_5 \sum \frac{1}{|E_s|} \sum_{e \in E_s} \tilde{\pi}_{s,e} \ln \pi_{s,e}
\]

Here \( \lambda_1 \cdots \lambda_5 \) are hyper-parameters for the SOLAR model. Finally, the total loss is computed as the sum of supervised and unsupervised losses which is used to backpropagate the gradients and learn model parameters.

\[
L = L_s + L_u
\]

## 5 EXTENDING ENTITY LOCALIZATION TO OTHER USE CASES: CODE BUG LOCALIZATION

We employ Semi-Supervised Learning over Graph to localise bugs in C/C++ programs using the Ladder Networks.

### 5.1 Problem Statement

Given a broken program \( x = (x_1, \ldots, x_L) \) with \( L \) lines and compiler feedback message \( f = (i_{err}, m_{err}) \), where \( i_{err} \) denotes the reported line number, and \( m_{err} \) is a sequence of tokens constituting the error message, we identify the index of the erroneous line \( k \in 1, \ldots, L \). Refer to the example presented in Fig.1. Line number reported by compiler feedback does not necessarily be identical to the actual erroneous line, thus we need Error Localization.

### 5.2 Ladder Networks for Bug localization

We adopt the architecture presented in [37] for localising and repairing the bugs. We provide a Ladder Network based extension on top of this model. We remove the error repair head from the network and use the remaining network as encoder in our architecture. Ladder networks use two encoders: one corrupted and one clean, and a decoder. Both the encoders have the same architecture as the localization model presented in [37]. Encoder consists of a line level bi-LSTM layer [11] for initial encoding, a graph attention layer [31] on program feedback graph (same construction as presented in [37]) constructed using tokens in lines and error message, another bi-LSTM layer for recontextualisation after graph attention and a program level bi-LST to generate scores for each line which is then used to predict line number using a MLP with softmax activation. Encoder has separate bi-LSTMs at each layer to encode code and compiler message. At each training iteration, the input \( x \) is passed through both encoders. In the corrupted encoder, Gaussian noise is injected at each layer after batch normalization, producing two outputs, a clean prediction \( y \) and a prediction based on corrupted activations \( \tilde{y} \). The output \( \tilde{y} \) is then fed into the decoder to reconstruct the uncropped input and the clean hidden activations. Ladder Decoder is a three layered network similar to the initial three layers of Ladder encoders (bi-LSTM encoding, graph attention and recontextualisation using another bi-LSTM), constructed to model the inverse of Encoders. All the three components of the architecture don’t share any weights. Figure 5 has more details on the architecture.

### Model Training

At each training iteration, the input is passed through both Ladder Encoder networks. In the corrupted encoder, Gaussian noise is injected before LSTM layer (after Batch normalisation), producing two set of outputs, a clean prediction \( y \) and a prediction based on corrupted activations \( \tilde{y} \). We also use the loss between clean encoder input representation \( [x; m_{err}] \) and reconstructed decoder output \( [x^d; m_{err}^d] \). The unsupervised training loss \( L_u \) is then computed as the sum of two losses - MSE between the output of the clean encoder and \( \tilde{y} \) of corrupted encoder and the reconstruction error

\[
L_u = \lambda_1 \frac{1}{|S|} \sum_{k=1}^L \sum_{j=1}^M \| y_{sk} - \tilde{y}_{sk} \|^2 + \lambda_2 \sum_{i=1}^L \sum_{j=1}^M \| x_{ij} - x'_{ij} \|^2 + \lambda_3 \sum_{j=1}^M \| m_{err} - m_{err}^d \|^2
\]

where \( |S| \) is the batch size, \( M \) is the maximum number of tokens in the code. Supervised loss \( L_s \) is the cross-entropy loss between clean encoder prediction \( y \) and ground truth prediction \( \tilde{y} \) if localization ground truth is available

\[
L_s = -\frac{1}{|S|} \sum_{k=1}^K \sum_{k=1}^L \tilde{y}_{sk} \ln y_{sk}
\]

\[
L = \lambda_4 L_s + L_u
\]

Here \( \lambda_1, \ldots, \lambda_4 \) are hyperparameters. Total loss is the weighted sum of supervised and unsupervised losses.
6 EXPERIMENTS

In this section, we present a convincing and thorough set of offline and online experiments to quantitatively evaluate the performance of our models and compare with incumbent techniques and other baselines. We first present our findings on the shipment loss dataset, followed by experiments on a public data-set on bug localization. For shipment loss localization, we find the likelihood of the overall loss and localize it between entities. For proprietary reasons, we would call the entities in consideration, entity A and entity B.

6.1 Baselines

We use the following baseline algorithms to compare with our proposed framework.

1) Baseline 1: Here, we predict the likelihood of overall loss using an XGBoost model. For localization, we come up with simple risk features. We calculated all orders the entity was involved in a defined time period (say 1 year). We find the number of orders the entity was involved in which led to loss. The ratio of the 2 would be used as a proxy for localization score.

2) Attention Model without Semi-supervision: We leverage the model described in sections 4.1, 4.2, 4.3. This is also our proposed final model in scenarios where there is no entity level ground truth data.

3) Ladder Networks: We leverage the model described in sections 4.4. This is our final proposed model in presence of entity level ground truth data. We show results for ladder networks and ladder networks with denoising.

6.2 Experimental Setup

We use Pytorch [24] library to train our SOLAR model on loss of returned packages. Training was done on a single Nvidia V100 GPU. Batch size was set to be 250. Learning rate was set to be 0.001. We use ADAM [15] optimizer with parameters (beta1: 0.9, beta2: 0.999, epsilon: $10^{-8}$). We used a weight decay of 0.95 for ADAM optimizer. We trained the model for 10 epochs.

6.3 Dataset

We take a randomly sampled data of returned orders for this experiment. Our training data and testing data has 2.5 million records each. Each row of the training data pertains to a returned order. For each order, we had IDs and some related features of two entities (anonymously referred to as ‘Entity A’ and ‘Entity B’). Ground truth data on entities wherever they were available, were obtained from multiple investigations done on the entities in the past.

6.4 Results

We report increment in ROC-AUC and value recall at the top 2% and 10% of predicting loss over baseline 1. Localization for loss is limited to entities A and B. To measure the model performance of localization, we report increment in ROC-AUC and recall at top 2% and 10% of entity A and entity B risk score over baseline 1. We summarize the results of our experiment in Table 1. In the table, ‘value recall’ refers to the recall of the total loss value. Entity results are measured against the existing ground truth data for corresponding entities. In all scenarios considered, our model achieves significant improvement over baselines in terms of AUC and model recall at the critical threshold. We can also observe that our Ladder Network performs better than the semi-supervised network for both loss localization and overall performance.

Table 1: Comparison of improvement in offline metrics over baseline 1. Absolute numbers not shown due to confidentiality. A: Attention Model w/o Semi-supervision, B: Ladder Network, C: Ladder Network with denoising

<table>
<thead>
<tr>
<th>Results</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Package Loss AUC</td>
<td>+0.001</td>
<td>+0.005</td>
<td>+0.004</td>
</tr>
<tr>
<td>Package Loss top 2% value recall</td>
<td>+1.75%</td>
<td>+5.53%</td>
<td>+4.72%</td>
</tr>
<tr>
<td>Package Loss top 10% value recall</td>
<td>+0.17%</td>
<td>+1.75%</td>
<td>+1.32%</td>
</tr>
<tr>
<td>entity A risk AUC</td>
<td>+0.044</td>
<td>+0.114</td>
<td>+0.104</td>
</tr>
<tr>
<td>entity A risk top 2% recall</td>
<td>+37.71%</td>
<td>+50.48%</td>
<td>+51.48%</td>
</tr>
<tr>
<td>entity A risk top 10% recall</td>
<td>+0.67%</td>
<td>+12.19%</td>
<td>+13.00%</td>
</tr>
<tr>
<td>entity B risk AUC</td>
<td>+0.009</td>
<td>+0.044</td>
<td>+0.021</td>
</tr>
<tr>
<td>entity B risk top 2% recall</td>
<td>+0.80%</td>
<td>+3.98%</td>
<td>+3.78%</td>
</tr>
<tr>
<td>entity B risk top 10% recall</td>
<td>+4.42%</td>
<td>+9.45%</td>
<td>+4.82%</td>
</tr>
</tbody>
</table>

Ladder Network variants use five loss terms mentioned in the section 4.4. We measure the AUC drop compared to Ladder AUC numbers when we remove certain loss terms while training the model. We observe a 1.2% drop in package loss AUC, 4% drop in entity A risk AUC and 1% drop is entity B risk AUC after removing the unsupervised loss terms from the model training. When we removed two MSE loss terms contributing to consistency regularization, we observe a 0.2%, 6% and 1.8% drop in package loss, entity A risk and entity B risk AUC, respectively. With third ablation, we used only the cross entropy loss for package loss labels to train the model and no other loss terms, this gave us a drop of 1.4%, 9.6% and 1.1% in package loss, entity A risk and entity B risk AUC, respectively. As last ablation, we remove the cross entropy loss and MSE loss terms for attention weights, thus ending with just reconstruction loss, cross entropy for package loss and MSE for package loss. Under this last setting, we obtained a drop of 0.4%, 10% and 4.3% drop in package loss, entity A risk and entity B risk AUC, respectively. We conclude that contribution of each loss term while training is evident from these results, as we obtain best offline performance using all the fives loss terms together.
6.5 Evaluating Localization Accuracy
We performed another experiment to test the efficacy of the entity A localization score. We worked with teams which specialize in conducting manual investigation for entity A by looking at its past transactions and concluding whether there is any evidence to establish that the loss can be attributed to it. In the process, the model would run on each returned order and estimate the loss propensity at order level and the loss localization score for the entity A. We generate two samples of returned orders:

(1) **Sample X**: orders with high loss propensity
(2) **Sample Y**: orders with high loss propensity and having entity A localization score above a certain threshold.

The samples are mixed and sent for assessment to investigators, who does not know whether the current order under investigation belongs to sample X or Y. Basis investigation, the entity for the orders are flagged as responsible / not responsible for the loss. We observed that percentage of entity A flagged as responsible for loss in Sample Y is 44% more than those in Sample X. Note that further details on the experiment set-up and outcome are withheld due to confidentiality. The outcome suggests that incorporating SOLAR predicted localization information leads to significantly higher accuracy in a production set-up for running investigations.

6.6 Online Experiments for Shipment Loss Localization
To test the efficacy of the framework, we conducted two A/B tests, one for entity A and other for entity B. While the treatment group was evaluated basis the SOLAR model, we use legacy techniques for the control cohort. The SOLAR model is invoked whenever a return order is generated in the treatment cohort. The model predicts the likelihood of lost package using the overall model score and localizes the loss to either entity A or entity B. Action to be taken to prevent the loss depends on which entity got a high risk score. Details of the process can be seen in Figure 6. The model is retrained on the additional ground-truth data available post inspection and investigation. A/B test results indicate incremental cost savings of the order of 10 basis points of revenue. The model has been deployed in production and is invoked on all return shipments for an emerging marketplace.

6.7 Results for Bug Localization
In this section, we report the results on bug localization. This task differs from the lost package localization in a way that we don’t have detection task. It is already known that the given code has an error (already detected to be erroneous) and the bug needs to be localised to a particular line of code. We perform two major experiments to establish the utility of our model:

- **Experiment 1 - Performance over baseline**: This experiment on Deepfix data [10] focus on establishing that ladder networks provide performance gain over the existing model for localization(baseline1) in [37]. Baseline1 is a supervised model trained using just the labelled examples. Ladder Network, on the other hand, uses unlabelled examples as well. With very small number of labelled examples, baseline1 outperforms ladder network, which is intuitive as Ladder predictions get perturbed due to unsupervised losses which are absent in loss function of baseline1.

- **Experiment 2 - Entropy Based Selection with multiple training rounds**: Our initial experiments on Bug localization proved that adding unlabelled examples randomly to the training data does not yield desired improvements over the model trained just with labelled examples. To expedite this, we employ an entropy based selection process that selects the unlabelled examples to use in the next round of model training. As depicted in 7, each successive round of model training include the same number of labelled examples but an incremental number of unlabelled examples. In each training round, we train a new model without considering the model from previous training round. Entropies are calculated for each batch on the basis of previous model training round and a specific number of batches with minimum entropy are shortlisted for next round of training. Entropy is defined as $-p_i \log p_i$, where $p_i$ is the predicted probability from the model for example $i$.

6.7.1 Dataset. We leverage the DeepFix dataset and Codeforce data which contains programming codes in C language that contained 34715 and 37466 programs respectively with an average program length of 25 lines. While few programs were working correctly, some were broken (do not compile). The broken programs are called raw test sets and may contain multiple errors. It was constructed originally for the task to repair them into ones that compile (full repair; evaluation metric is full repair rate). Our goal is to localise the line of error, rather than the correction. In the paper [37], authors have generated 50 corrupted versions of each program by the DrPerturb module. All the examples have ground
truth labels, we perform random sampling and select few examples to simulate the semi-supervised setting. The Dev set we use is standard from this paper, consisting of 2000 examples.

6.7.2 Testbed and Methodology. We observe that weights assigned to individual loss terms while training plays vital role. Models performed poorly if higher weights are assigned to unsupervised loss terms at the start of training. We experimented with some methods to address the problem of using variable weights throughout the training process. The maximum value for the unsupervised loss component was set to $w_{\text{max}} M/N$ where $w_{\text{max}}$ is fixed in the first method and set variable in the second one. $M$ is the number of labeled training data and $N$ is the total training data (labeled + unlabeled). We devised two strategies: Pretraining and weight ramp up function. With a pretraining strategy, we use just labeled examples at the start of training till certain number of epochs and then introduce unlabeled examples into training. This made model training in the initial epochs much more stable. As second strategy, we experimented with using a weight ramp up function to gradually increase the contribution of unsupervised loss terms and finally capping it to a certain value [18]. We did this using a Gaussian ramp-up curve $\exp(-5(1 - T)^2)$ where $T$ is the training step.

We use Pytorch [24] library to extend implementation by [37] with our models. We use the optimal hyperparameters used in the paper for experimentation, with batch size of 25 and 50. Experiments were run on a single Nvidia V100 GPU using Adam Optimiser and initial learning rate of 0.0001. Hidden dimensions for LSTM layer, graph layer and output layer is set same as [37].

6.7.3 Results. We report localization accuracy as the evaluation metric for predicting the line number of the bug in a software program. We count a success for a test program if we correctly predict any one of the line of error in the program. As shown in Table 2, our semi-supervised localization achieves 44bps of lift in accuracy over state-of-the-art supervised techniques. We used 1870750 samples from Deepfix dataset for this experiment, which were 37415 programs with 50 corrupted versions of each. We establish that our model outperforms baselines by a significant margin across different loss buckets. Same framework has showed inspiring results on localizing the erroneous line in the code with the ladder-augmented semi supervised model. As a next step, work is presently ongoing for extending our algorithm to more complex network types or graphs. We believe this approach might give us improvement in tasks where such a complex structure exists.

### 7 CONCLUSION AND FUTURE WORK

The ability to accurately pinpoint the location of package loss is a fundamental requirement of many loss prevention initiatives across e-commerce companies. In this paper, we have presented a) semi-supervised localization algorithm and b) Ladder Networks. We also showcased that our modeling approach could be generalized for any fault localization algorithm by demonstrating results on Bug Localization. Through experiments and implementation details, we show that our model outperforms baselines by a significant margin across different loss buckets. Same framework has showed inspiring results on localizing the erroneous line in the code with the ladder-augmented semi supervised model. As a next step, work is presently ongoing for extending our algorithm to more complex network types or graphs. We believe this approach might give us improvement in tasks where such a complex structure exists.
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