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ABSTRACT

End-to-end (E2E) spoken language understanding (SLU) systems can infer the semantics of a spoken utterance directly from an audio signal. However, training an E2E system remains a challenge, largely due to the scarcity of paired audio-semanatics data. In this paper, we consider an E2E system as a multi-modal model, with audio and text functioning as its two modalities, and use a cross-modal latent space (CMLS) architecture, where a shared latent space is learned between the ‘acoustic’ and ‘text’ embeddings. We propose using different multi-modal losses to explicitly align the acoustic embedding to the text embeddings (obtained via a semantically powerful pre-trained BERT model) in the latent space. We train the CMLS model on two publicly available E2E datasets and one internal dataset, across different cross-modal losses. Our proposed triplet loss function achieves the best performance. It achieves a relative improvement of 22.1% over an E2E model without a cross-modal space and a relative improvement of 2.8% over a previously published CMLS model using $L_2$ loss on our internal dataset.

Index Terms— Spoken Language Understanding, Signal to Interpretation, End-to-end Neural Model, Cross-modal Learning

1. INTRODUCTION

Spoken language understanding (SLU) is the task of inferring the semantics of user-spoken utterances and is the core technology behind voice assistant systems. The traditional approach to SLU uses two distinct components to sequentially process a spoken utterance: an automatic speech recognition (ASR) model that transcribes the speech, followed by a natural language understanding (NLU) model that predicts the intent given the transcript [1].

An increasingly popular approach is to employ models that predict SLU output directly from a speech signal input [2, 3, 4, 5, 6, 7, 8]. This class of models, also referred to as signal-to-interpretation (S2I) models, are trained in an end-to-end (E2E) fashion to maximize the SLU prediction accuracy. Such models typically have smaller footprints than their cascaded counterparts, making them attractive candidates for performing SLU in resource constrained environments. However, availability of sufficient good quality speech data with associated semantic labels is key to achieving comparable performance to the traditional, cascaded counterparts. A paucity of such datasets becomes a major bottleneck for these SLU systems.

Curriculum and transfer learning strategies are used in [9, 10] to gradually fine-tune the SLU model on increasingly relevant datasets, followed by finally training it on low-resource in-domain data. Authors in [5, 11] leverage the large amount of transcribed speech data to pre-train an ASR model on phoneme and word-level targets. However, a principled study performed by the authors in [12], revealed that most of these methods report high performance on SLU datasets of relatively low semantic complexity, often representing targeted SLU use-cases. As the complexity of the dataset increases and the SLU task becomes more sophisticated, the performance of these models starts degrading.

Authors in [13] attempt to address this problem by combining component pre-training, knowledge transfer, and data augmentation approaches to create a robust SLU model. BERT-based text embeddings in [14] are used to ‘guide’ acoustic embeddings. An $L_2$ loss between the text and acoustic embeddings is used to explicitly tie the cross-modal latent representation space, leading to better intent classification accuracy.

In this work, we further explore the multi-modal view of SLU models by experimenting with different approaches to learn a robust cross-modal latent space (CMLS). Specifically, we experiment with different loss functions to tie the acoustic and text embeddings together. Our goal is to have the encoders generate embeddings in the same latent space, so that the origin of the embeddings becomes indistinguishable.

We train the so-called CMLS E2E SLU model architecture defined in [13] on an internal dataset and two publicly available SLU datasets [5, 15], and we study the effect of these cross-modal embedding losses. Our results indicate that the triplet loss has the best performance across both these datasets.

To the best of our knowledge, this is the first attempt to
systematically apply losses that have shown success in learning cross-modal representations in relatively mature textual-visual or speech-visual multi-modal domains to SLU models to improve the SLU tasks. We hypothesize that using an appropriate loss function and cross-modal training methodology is key to achieving tighter coupling and hence better performance, as the SLU tasks increase in complexity.

Fig. 1. The CMLS SLU model architecture. $L_{CE}(AE/TE)$ is the cross-entropy classification loss for the acoustic/text embedding, whereas, $L_{CMLS}(AE, TE)$ is one of our cross-modal embedding loss to bring the acoustic and text embeddings together. The text-encoder component below the dotted line is removed for inference.

2. CROSS-MODAL LATENT SPACES

A major challenge in building an efficient E2E SLU system is the availability of appropriate datasets. While there is a plethora of ASR and NLU specific datasets available, there is a scarcity of good quality E2E SLU datasets that have paired utterance audio and semantic labels, to allow for an E2E training of the model. An approach to overcome this is building a system that has a tied space for multiple modalities. This presents the advantage of leveraging modality specific datasets that can help achieve better generalization for the final SLU task. The tied cross-modal space can be achieved by unifying representations across modalities. An example would be projecting the acoustic and text-only data into the same embedding space and learning the parameters of this joint space to optimize the SLU task-loss. This enables us to train an SLU model in an E2E fashion on the smaller dataset, but also leverage the large amount of ASR- or text-only datasets to learn a robust latent space for the final task.

One primary first solution to learning such a CMLS between the acoustic and text modalities in an E2E SLU model was proposed in [13]. The text modality latent space is represented by using the encoded representation of an utterance text from a pre-trained BERT model, whereas the acoustic modality is represented by using a multi-layer Bi-LSTM model to create an acoustic embedding of the utterance audio. Along with the task-specific classification loss, they use an $L_2$ loss between the text and acoustic embeddings to explicitly tie the cross-modal space. A shared classification layer is jointly trained on both the acoustic embedding (AE) and text embedding (TE).

While this method of an explicit embedding loss added to the task-specific loss led to an improved performance over the baseline model, there are more effective ways of mapping representations from different modalities into a common space. We employ the same E2E SLU model setup as in [13], but apply three different losses to learn a robust CMLS model. In the next subsection 2.1, we outline our model architecture and describe each loss in detail in subsection 2.2.

2.1. Model Architecture

Our proposed CMLS model consists of three sub-modules as shown in Figure 1: an acoustic encoder, a BERT encoder, and a shared classification layer. The acoustic encoder is a multi-layer Bi-LSTM network that computes the acoustic embedding from the acoustic features of the utterance audio. This is done by max-pooling the last layer Bi-LSTM states across the time dimension to obtain a fixed-dimensional vector that summarizes the input audio, independent of the length of the input signal. In order to obtain the text embedding of the input utterance, we use a pre-trained BERT model that takes the utterance text as an input. As is common in BERT-based encoders, the last layer transformer-encoder representation of the [CLS] token is used as the text-embedding of the utterance. The shared classification layer is a fully-connected network, followed by a softmax to predict the semantic label (intent in our case). It produces an intent prediction using both the AE and TE separately, resulting in computing an embedding specific classification loss $L_{CMLS}(AE/TE)$ as shown in Figure 1.

The BERT-based text pipeline is only used during training to guide the AEs and is discarded for inference. This architecture has the advantage of being easily extensible to support more modalities during training while at the same time keeping the resource footprint constrained during inference. The CMLS model is not limited to using a BERT model; the method is agnostic to the type of embeddings used.

2.2. Embedding losses

We evaluate three different loss functions ($L_2$ loss, pairwise ranking loss, and triplet loss) to tie the embeddings originating from two modalities together into a common latent space.

---

1 A cross-entropy loss on intent classification is used.
2.2.1. $L_2$ loss

Introduced in [13] to tie the latent space, the $L_2$ loss is computed as follows:

$$
L_E(x_1, x_2) = d(x_1, x_2) = ||x_1 - x_2||_2^2
$$

(1)

where $x_1$ denotes the acoustic embedding and $x_2$ denotes the text embedding of the same utterance. $d(x_1, x_2)$ expresses the distance between $x_1$ and $x_2$.

2.2.2. Pairwise Ranking Loss

Moving beyond the $L_2$ loss, the pairwise ranking loss [16] allows us to train the network using the following loss formulation:

$$
L_E(x_1, x_2, t) = td(x_1, x_2) + (1 - t) \max \{0, m - d(x_1, x_2)\}
$$

where $x_1$ denotes the acoustic embedding and $x_2$ denotes the text embedding. $x_1$ and $x_2$ need not necessarily represent the same utterance. $t$ is a binary variable indicating if $x_1$ and $x_2$ have the same intent ($t = 1$) or a different one ($t = 0$), and $m$ is the margin which controls the minimum distance between the negative pairs. This is a tunable hyperparameter.

If both samples belong to the same intent, the loss forces them to be closer together (similar to the $L_2$ loss), but if they originate from different intents, then the loss is $\max \{0, m - d(x_1, x_2)\}$, and this pushes the embeddings further apart.

2.2.3. Triplet Loss

In contrast to other losses, the triplet loss [17, 18] uses three examples: the current training example, called anchor $x_a$ and $x_+, \ x_-$ are positive and negative examples, respectively. Formula 3 shows how the loss is computed.

$$
L_E(x_a, x_+, x_-) = \max \{0, m + d(x_a, x_+) - d(x_a, x_-)\}
$$

(3)

In our case, the anchor is the acoustic embedding and the positive example is the text embedding of an utterance with the same intent. Similarly, the negative example is the text embedding of an utterance with a different intent. For example, the anchor could be the acoustic embedding of ‘could you please increase the brightness’ and the positive example could be the text embedding of ‘it’s too dark in here’ which both have the IncreaseBrightness intent. The negative example, on the other hand, could be the text embedding of ‘change the lights to green’ which has the ChangeColor intent. We also experiment with the bidirectional triplet loss with structure preserving constraints which was introduced in [19].

2.3. Combination of the Losses

The entire model is trained jointly and the total loss can be written as shown in Formula 4, where $L_{cls}$ denotes the classification loss and $L_E$ denotes the embedding loss. $\lambda_1$ and $\lambda_2$ are hyperparameters that control the weights of the different losses in the sum.

$$
\mathcal{L} = L_{\text{acoustic}}^{\text{acoustic}} + \lambda_1 L_{\text{cls}}^{\text{cls}} + \lambda_2 L_E
$$

(4)

3. EXPERIMENTAL SETUP

3.1. Datasets

We use an internal SLU dataset along with two publicly available datasets to train and evaluate our model – Fluent Speech Commands (FSC) [5] and Snips SLU SmartLights [15]. All three datasets contain utterance text, corresponding audio, and a semantic class label.

The internal dataset is curated by taking a random slice of proprietary real-world, de-identified utterances from interactions with a voice assistant. It contains over 200 hr of audio. We filter the dataset to consist of 15 high frequency intents in order to have a reasonable test bed to the public dataset. We further create a ‘hard’ subset of the test set that exclusively consists of utterances containing bigrams that do not appear in the training set. This is done to measure the performance of the model on ‘never seen’ phrases.

FSC is one of the largest public SLU datasets, containing $\approx 30,000$ utterances. Each utterance text is associated with a triplet - action, object, and location. This triplet functions as the intent label of the utterance and becomes our target semantic class to be predicted. There are a total of 31 unique intent classes in the dataset. Snips is a smaller SLU dataset, making the prediction task challenging. It contains $\approx 3,000$ utterances and 6 intent classes. Since this dataset does not have its own train/test/validation splits, we created an 80-10-10 split for train, validation, and test, respectively.

3.2. Model Training and Hyperparameters

For FSC and Snips SLU, we use a 4-layer and 3-layer Bi-LSTM acoustic encoder respectively with 512 hidden units per layer. The text-encoder comprises of a pre-trained BERT model$^2$ from [20], where the encoded representation of the

$^2$We use the BERT-base-cased model.
The [CLS] token from the last encoder layer is used as the text-embedding of the utterance. The shared classification layer has an input size of 768 (the size of the embeddings) and the number of outputs depends on the dataset (15 for the internal dataset, 31 for FSC, and 6 for Snips SLU).

In order to show the efficacy of tying the text-acoustic cross-modal embedding spaces, we also train a baseline model that just contains the multi-layer Bi-LSTM acoustic encoder with a fully connected layer to perform intent classification without any text encoder present.

4. RESULTS

4.1. Fluent Speech Commands

The results on the FSC dataset are shown in Table 1. We train three different CMLS SLU models on FSC, one per loss type. All the loss types are able to perform better (or equal to, in the case of ranking loss) than the baseline model. Triplet loss achieves the best performance with a relative improvement of 1.4% over the baseline model and 0.4% relative over the $L_2$ loss model from [13]. When compared to the original accuracy reported on the FSC dataset by the authors in [5] for their non-pre-trained model (96.6%), we see that the triplet loss achieves the best performance here, too, with a relative improvement of 1%. The $L_2$ loss is also able to beat the reported accuracy from [5] by 0.7% relative. Both these results indicate the importance of having a cross-modal latent space, using a pre-trained text encoder in an E2E SLU model.

4.2. Snips SLU

We repeat the experiments on the Snips SLU dataset, the results of which are shown in Table 1. Similar to our previous observation, the CMLS SLU model, is able to beat the performance of the baseline model, for all the embedding loss types, achieving a relative improvement of 3% on average. The triplet loss has the best performance on this dataset, too, with a relative improvement of 4% over the baseline and 1% over the $L_2$ loss model from [13]. Since this dataset is a more challenging dataset owing to its small size, these performance improvements are notable.

### Table 1. Intent accuracy on the public datasets. The baseline model is just the acoustic encoder with no CMLS while the CMLS model with $L_2$ loss is similar to the model proposed in [13].

<table>
<thead>
<tr>
<th>Model</th>
<th>Dataset</th>
<th>FSC</th>
<th>Snips</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline (Only acoustic, no CMLS)</td>
<td></td>
<td>96.31</td>
<td>70.84</td>
</tr>
<tr>
<td>CMLS - $L_2$ loss (model in [13])</td>
<td></td>
<td>97.31</td>
<td>72.89</td>
</tr>
<tr>
<td>CMLS - Pairwise ranking loss</td>
<td></td>
<td>96.31</td>
<td>72.29</td>
</tr>
<tr>
<td>CMLS - Triplet Loss</td>
<td></td>
<td>97.65</td>
<td>74.10</td>
</tr>
</tbody>
</table>

4.3. Internal Dataset

The results on the internal datasets are shown in Table 2. We used the triplet loss variations only on the internal dataset since it is much larger than the public datasets available, giving us much more flexibility to experiment with the losses. Vanilla triplet loss achieves the best performance with a relative improvement of 22.1% over the baseline model and 2.8% over the $L_2$ loss model. The versions of triplet loss which updated the BERT parameters also performed subpar, possibly due to the noise introduced to the pre-trained BERT weights as the model now has to forget and re-learn on a much smaller dataset.

### Table 2. Relative intent accuracy on the internal dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy (Rel)</th>
<th>Hard Test Set Accuracy (Rel)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline (Only acoustic, no CMLS)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CMLS - $L_2$ loss</td>
<td>18.26%</td>
<td>17.02%</td>
</tr>
<tr>
<td>CMLS - Triplet loss</td>
<td>22.1%</td>
<td>19.71%</td>
</tr>
<tr>
<td>CMLS - Triplet loss with BERT gradients</td>
<td>−1.2%</td>
<td>−3.39%</td>
</tr>
<tr>
<td>CMLS - Bidirectional Triplet loss with structure preserving constraints</td>
<td>−0.54%</td>
<td>−2.51%</td>
</tr>
</tbody>
</table>

5. CONCLUSION

In this work, we take a multi-modal view of E2E SLU model and propose a CMLS setup wherein the model learns a shared latent space between the two modalities of the SLU model – speech and text. The CMLS setup enables us to achieve a higher SLU performance even on a smaller E2E dataset because the text embeddings are extracted from a BERT-based text encoder that has been trained on massive amount of textual data and has shown to capture the semantics very well across a variety of tasks. We show that triplet loss has the best performance based on our experiments across all the datasets.
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