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ABSTRACT

Low-precision computation, which has been widely supported in contemporary hardware, is considered as one of the most effective methods to accelerate convolutional neural networks. However, low-precision computation is not widely used to speed up Winograd, an algorithm for fast convolution computation, due to the numerical error introduced by combining Winograd transformation and quantization. In this paper, we propose a low-precision Winograd convolution approach, LoWino, based on post-training quantization, which employs a linear quantization method in the Winograd domain to reduce the precision loss caused by transformations. Moreover, we present an efficient implementation that integrates well-designed optimization techniques, thereby adequately exploiting the capability of low-precision computation on modern CPUs. We evaluate our approach on Intel Xeon Scalable Processors by leveraging representative convolutional layers in prevailing deep neural networks. Experimental results show that LoWino achieves up to 2.04× speedup over state-of-the-art implementations in the vendor library while maintaining the accuracy at a reasonable level.
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1 INTRODUCTION

Convolutional neural networks (CNNs) have been widely used in various intelligent applications, including image classification [20], object detection [34], and semantic segmentation [35]. The superior performance of contemporary CNNs usually comes from sophisticated structures [9, 36, 37], causing an expensive computational cost. The convolutional layer, arguably the most time-consuming component of state-of-the-art CNNs, is the key to improve end-to-end performance. While many efforts have been made in fast convolution algorithms [23], performance optimization [26], model compression [8], and hardware accelerators [2], among others, the mechanism for effectively optimizing convolution is still a long-standing challenge in both industry and academia.

With the ever-increasing demand for hardware resource execution and energy efficiency, low-precision neural networks are demonstrated to be feasible solutions with little accuracy loss [3] and become an inevitable trend for optimizing convolutional neural networks. To cater the trend, chip vendors also design and introduce low-precision computation instructions in ISAs, such as VNNI on x86 architecture [12] and WMMA on Nvidia GPUs [30], which are supposed to deliver performance improvements over full-precision computation but at the same time challenge the developers who want to take fully advantage of those instructions.

On the other hand, fast convolution algorithms, represented by Winograd’s minimal filtering algorithm [23], are frequently employed to accelerate convolutional layers in recent years [17, 28, 42].
Winograd algorithm can reduce the theoretical computational complexity by transforming data to the Winograd domain, similar to FFT [27], and performing computation there. The Winograd algorithm is applied to tiles of input images and kernels. Theoretically, the larger the tile size the more computations can be reduced. Whereas, due to the Winograd algorithm’s numerical instability, larger tile sizes introduce more numeric errors [1, 41]. This condition exacerbates when the algorithm is deployed with low-precision arithmetic, harming the model accuracy and challenging the design of low-precision Winograd convolutions. This also indicates that Winograd convolution and quantization are not orthogonal optimization methods that can be simply combined together. A holistic design is needed to achieve both good performance and reasonable accuracy. We investigated existing Winograd convolution implementations [13, 38] and found that only one small tile size is supported for low-precision computation. The small tile size Winograd convolution can only reduce limited computations in theory and sometimes is slower than direct convolution since the extra memory overhead amortizes the benefits of computation savings, which restricts the potential performance improvements and also motivates us to investigate whether a larger tile size is possible for low-precision Winograd convolutions.

In this paper, we propose an efficient and effective low-precision Winograd convolution approach named LoWino. Different from existing methods performing quantization in the spatial domain [13, 38], we employ a linear quantization approach in the Winograd domain to reduce the information loss incurred by low-precision Winograd transformations. Our quantization methodology solves the problem that only a small tile size is feasible for low-precision Winograd convolution and owns better accuracy than existing solutions. We employ a customized data layout and design an efficient implementation for low-precision Winograd convolutions. We combine Winograd computation and quantization together, optimize the performance of the system as a whole, and employ static scheduling to achieve load-balanced multi-core parallelization. To demonstrate our approach’s effectiveness and efficiency, we implemented LoWino on Intel platforms by utilizing VNNI [12] as the vehicle. However, our quantization methodology and optimization strategies are not restricted to VNNI and can be generally applied to other architectures. Evaluation with representative convolutional layers from prevailing CNNs shows that LoWino achieves remarkable speedups compared with the state-of-the-art implementations. To the best of our knowledge, LoWino has the broadest coverage of Winograd algorithms with efficient implementation in low-precision. Our contributions are summarized as follows:

- We propose a low-precision Winograd convolution approach to accelerate deep convolutional neural networks by exploiting the low-precision computing capability of modern CPUs. Our approach utilizes a post-training quantization scheme, which performs quantization in the Winograd domain, and demonstrates that larger tile size low-precision Winograd convolution can achieve reasonable accuracy.
- We present an efficient implementation of low-precision Winograd convolutions on modern CPU platforms, which employs several well-designed optimization techniques to enhance the efficiency in both computation and memory access.
- We evaluate LoWino with representative convolutional layers from prevailing CNNs to show that our approach outperforms the state-of-the-art methods, achieving an up to 2.04× speedup and an average of 1.26× speedup compared to the best implementations in the vendor library.

2 BACKGROUND AND MOTIVATION

2.1 Low-Precision Computation

Prior efforts [14, 31, 44] have demonstrated that deep neural networks can reduce both the memory footprint and computational cost via low-precision computation while resulting in only trivial or no accuracy loss. To support low-precision computation, new instructions have been introduced by hardware vendors in recent years. Intel VNNI [12] is a representative extension instruction set that is designed to accelerate deep learning for 8-bit computations on x86 architectures. Figure 1 illustrates the semantic of the 512-bit wide fused-multiply-add (FMA) instruction for 8-bit low-precision computations, i.e., vpdpbusd, which theoretically delivers 4× peak performance over FP32 operations.

The source operands are three 512-bit registers: A, B, and C. A contains 64 unsigned 8-bit integers (UINT8), B contains 64 signed 8-bit integers (INT8), and C includes 16 signed 32-bit integers (INT32). The results are 16 32-bit integers and stored in a register D. The vpdpbusd performs the vector dot product between two 4-element vectors, \( A[i:4] \times B[i:4] \) and \( B[i:4] \times A[i:4] \), resulting in an 32-bit integer. The dot product result is added to the corresponding 32-bit element of \( C[i] \) and accumulated to \( D[i] \). As the computation pattern of low-precision computation instructions is different from the general vector instructions, to adequately enjoy the benefits of the low-precision computation instructions, it is imperative to take its characteristics into account [40].

2.2 Winograd Algorithm

Winograd algorithm [23] is a representative fast convolution method, which reduces the theoretical computational complexity for convolution layers. For a convolutional layer performing operations on filter \( g \) and input image \( d \) with \( C \) input channels and \( K \) output channels, the Winograd convolution is represented as:

\[
y_{kh} = A^T \left( \sum_{c=1}^{C} G g_{k,c} G^T \right) \otimes (B^T d_c B) A
\]  

\( A, B \), and \( G \) denote the transformation matrices, and \( \otimes \) denotes the element-wise multiplication. The \( g_{k,c} \) denotes the \( c \)-th channel of...
the $k$-th filter, $d_i$ denotes the $i$-th input image, and $y_i$ denotes the $i$-th channel of the output result. We follow the convention in [23] and use $F(m \times m, r \times r)$ to represent a 2D Winograd convolution, which takes an input tile size of $(m + r - 1) \times (m + r - 1)$ and filter size of $r \times r$, and generates an output tile of size $m \times m$. The theoretical computational complexity is reduced by $(m + r - 1)^2/(m^2 \times r^2)$.

The filter size $r$ of a convolutional layer is fixed whereas the output tile size $m$ can be freely chosen. Theoretically, in the Winograd algorithm, the larger the $m$ the more computational operations can be saved. However, due to the Winograd algorithm’s numerical instability [1], the larger the $m$, the more numeric errors in the final result. The image sizes in modern convolutional neural networks are beyond the range Winograd algorithm can produce reasonable results. Thus, input images are usually divided into tiles with an overlap of $r - 1$ along each dimension to apply the Winograd algorithm for each tile. The most frequently used Winograd algorithm for floating-point numbers is either $F(2 \times 2, 3 \times 3)$ or $F(4 \times 4, 3 \times 3)$. The transformation matrices for a specific tile size are generated by the Chinese remainder theorem [41]. As an example, the commonly used input transformation matrices [23] for Winograd convolutions are as follows:

$$B^T_{(2,3)} = \begin{bmatrix} 1 & 0 & -1 & 0 \\ 0 & 1 & 1 & 0 \\ 0 & -1 & 1 & 0 \\ 0 & 1 & 0 & -1 \end{bmatrix}, \quad B^T_{(4,3)} = \begin{bmatrix} 4 & 0 & -5 & 0 & 1 & 0 \\ 0 & -4 & -4 & 1 & 0 \\ 0 & 4 & -4 & -1 & 1 & 0 \\ 0 & -2 & -1 & 2 & 1 & 0 \\ 0 & 2 & -1 & -2 & 1 & 0 \\ 0 & 4 & 0 & -5 & 0 & 1 \end{bmatrix}.$$  \tag{2}

$B^T_{(2,3)}$ and $B^T_{(4,3)}$ are input transformation matrices for the tile sizes $m = 2$ and $m = 4$ when the filter size $r = 3$. One observation is that the transformation operations increase the range of original matrices. According to the coefficients in $B^T$, the values of the transformed input matrix will increase up to $4 \times 100$ and $100 \times 100$ after performing $B^T d B$ for $F(2 \times 2, 3 \times 3)$ and $F(4 \times 4, 3 \times 3)$. The coefficients of transformation matrices dramatically increase when the tile size increases [23]. This phenomenon potentially incurs numerical overflow when performing low-precision Winograd convolutions. Therefore, combining the Winograd algorithm with low-precision quantization directly may cause a non-negligible accuracy degradation. It is a challenging task to effectively implement low-precision Winograd convolutions.

### 2.3 Existing Approaches

As a motivating example, we analyze the state-of-the-art approaches for implementing low-precision Winograd convolutions, as shown in Figure 2. For clarity, we focus on the processes that cause precision issues, including input transformation, filter transformation, and matrix multiplication, while other parts are omitted. We assume that the problem size is $F(2 \times 2, 3 \times 3)$ and the corresponding input transformation matrix has a shape of $4 \times 4$. A straightforward approach for combining Winograd convolution with low-precision computation is to directly replace the full-precision input matrices with low-precision ones. Unfortunately, as aforementioned, the transformation operations increase the value range of the matrices, which incurs numerical overflow and thus seriously disturbs the result. Currently, there are two representative methods in vendor libraries to implement low-precision Winograd convolutions: the up-casting approach in ncmn [38] and the down-scaling approach in oneDNN [13].

- **Up-Casting Approach.** Up-casting the data type of transformed matrices is a possible solution to avoid the overflow incurred by transformation operations, which up-casts the low-precision data type (e.g., INT8) to a wider type (e.g., INT16) for transformed matrices (marked as $\bigcirc$), as shown in Figure 2(a). While there will be no overflow when using the up-casting approach, the multiplication operations have to be computed under the wider low-precision data type, degrading the desired acceleration that benefits from efficient low-precision computations.

- **Down-Scaling Approach.** Another prevailing solution is the down-scaling approach, which down-scales the transformed matrix by multiplying a scaling factor followed by a rounding operation, as shown in Figure 2(b). For example, we have $\alpha = \frac{1}{4}$ according to the input transformation matrix in Eq. 2, and thus the transformed input can be represented as $\text{round}\left(\frac{1}{4} \times Y\right)$. As the down-scaled values suffer from round-off errors, this approach introduces an extra precision loss for quantized neural networks (marked as $\bigcirc$). Moreover, the scaling factor of input matrices dramatically decreases with the $m$ value used in $F(m \times m, r \times r)$ Winograd algorithm increases, e.g., $\alpha = \frac{1}{16}$, $\frac{1}{100}$, and $\frac{1}{10000}$ for the $m = 2$, $m = 4$, and $m = 6$, respectively (refer to the commonly-used transformation matrices in [23]). Therefore, the down-scaling approach can hardly be applied to low-precision Winograd convolutions with large $m$ values due to the non-negligible precision loss incurred by excessively down-scaling and rounding operations.

Existing implementations suffer from the disadvantages in performance degradation or precision loss, motivating our work which targets a more effective approach for implementing low-precision Winograd convolutions. Although there is existing work applying
even lower precision integers (e.g., INT4) to quantize the deep learning models [4, 5, 43, 45], it is worth noting that they are hard to apply to the Winograd algorithm due to its numerical instability.

3 QUANTIZATION METHODOLOGY

In this paper, we propose LoWino, a novel approach to effectively combine the Winograd algorithm with low-precision computations, thereby exploiting the INT8 arithmetic on modern architectures. We perform quantization in the Winograd domain after the value range is amplified to avoid the numerical overflow in transformation computations as described in Section 2.2. After applying quantization and de-quantization operations to Eq. 1, our low-precision Winograd convolution is represented as:

\[ y_k = A^T \left( Q' \left( \sum_{c=1}^{C} Q \left( G_{k_c}^T \circ Q \left( h^T d_c B \right) \right) \right) \right) A \]  

(3)

where \( Q(x) \) and \( Q'(x) \) are quantization and de-quantization functions, and \( \circ \) denotes the low-precision element-wise multiplication. We employ a linear quantization function with saturation to approximately represent 32-bit floating-point (FP32) values by low-precision 8-bit values:

\[ Q(X_{FP32}) = (S_{INT8}(ax_{FP32}))_{INT8} \]  

(4)

In Eq. 4, \( S_{INT8} \) is a conversion function with saturation, converting FP32 values to integers and limiting the converted values to a fixed range between the minimum and maximum value of INT8, i.e., if a value is greater (less) than the maximum (minimum), it is set to the maximum (minimum). The scaling factor \( a \), which is used to quantize values from the original data type (FP32) to the low-precision data type (INT8), is calculated by:

\[ a = \frac{2^{b-1} - 1}{\tau} \]  

(5)

where \( b \) is the bit-width of low-precision data type, and \( \tau \) is the threshold to represent the quantization range of full-precision values, i.e., \([-|\tau| + |\tau|] \). Correspondingly, the de-quantization function that recovers the low-precision values to full-precision ones can be represented as:

\[ Q'(X_{INT8}) = (\alpha^{-1}x_{INT8})_{FP32} \]  

(6)

While the parameter \( \tau \) can be directly set to \( ||X_{FP32}||_\infty \), it is usually not the optimal. In practice, we select a reasonable \( \tau \) by utilizing a calibration process [29] on a small number (~500s) of unlabeled sample images, which is represented as:

\[ \tau = \arg \min_{\tau'} \left( D_{KL} (P(X_{FP32}) || P(Q'(X_{FP32}))) \right) \]  

(7)

\( X_{FP32} \) and \( Q(X_{FP32}) \) are the full-precision data and corresponding quantized data, \( P(X) \) is the discrete probability distribution of \( X \), and \( D_{KL} \) is the Kullback-Leibler divergence [21] between two probability distributions. The \( \tau' \) represents the threshold used in the quantization function \( Q(x) \) (refer to Eq. 5). The input of a convolutional layer is collected by executing the neural network on the sample images while the filters can be directly extracted from the pre-trained neural network model.

4 IMPLEMENTATION AND OPTIMIZATIONS

In this section, we describe the details of our low-precision Winograd convolution implementation, which applies the method described in Section 3. Different from the existing solution [13], which caches intermediate data and only supports one small tile size, our design writes all the intermediate data into the main memory so as to enable large matrix multiplications to be performed, which is more computation efficient. However, combining the design with the methodology described in the previous section leads to the following challenges on the way to an efficient low-precision Winograd convolution solution: a) extra memory operations containing non-continuous memory access, e.g., scattering and gathering operations; b) quantization and de-quantization overheads; c) data type and layout requirements for low-precision computation instructions; d) tall and skinny matrix multiplications.

To tackle the challenges, we apply a series of optimizations in different parts of our implementation and combine them together to work as a whole solution. LoWino consists of input and filter transformation, matrix multiplication, and output transformation, as depicted in Figure 3. We categorize our implementation into transformations (input, filter, and output transformation), which are memory-bound, and matrix multiplication, which is computation-bound. We use the following guidelines to perform optimizations: 1) Overlapping computation and memory operations as much as possible. 2) Reducing memory access latency. 3) Increasing the computation efficiency through vectorization and data reuse.

4.1 Data Layout

Data layout determines how to store data in memory and is very critical to performance. To fully utilize the low-precision computational instructions, we use a customized data layout, inspired by the state-of-the-art full-precision implementations [17, 47]. Our data layout is guided by the following principles: 1) It is compatible with the low-precision computation instructions (refer to Section 2.1), which is the key difference with the full-precision design; 2) It supports aligned vector loads and stores, which is essential to write fully vectorized codes; 3) It is cache-friendly, which restricts the computations to access a small range of memory so as to reduce the cache and TLB misses.

Table 1: Customized Data Layout.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Data Layout</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Input images</td>
<td>( B \times [C/\phi/\sigma] \times H \times W \times \phi \times \sigma )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transformed inputs</td>
<td>( [N/N_{SHA}] \times [C/C_{SHA}] \times T \times N_{SHA} \times C_{SHA} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Filters</td>
<td>( C \times [K/\phi/\sigma] \times r \times \phi \times \sigma )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transformed filters</td>
<td>( [C/C_{SHA}] \times [K/K_{SHA}] \times T \times [C_{SHA}/\phi] \times [K_{SHA} \times \phi] )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transformed outputs</td>
<td>( B \times [K/\phi/\sigma] \times N \times T \times \phi \times \sigma )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output images</td>
<td>( B \times [K/\phi/\sigma] \times H' \times W' \times \phi \times \sigma )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1 describes our customized data layout. Symbols \( B, C, K, H, W, H', \) and \( W' \) represents the batch size, input channels, output channels, input image height, input image width, output image height, and output image width, respectively. The filter size is \( r \times r \). We use \( \sigma \) to represent the vector length of 32-bit floating-point number, which is 16 for VNNI instruction set, and use \( \phi \) to represent the number of 8-bit elements in a 32-bit word, which is 4.
Winograd convolution can be effectively performed by leveraging VNNI instructions. The adjacent computation operations access a (There are three kinds of transformations in Winograd convolution: input transformation and filter transformation (① in Figure 3), which are performed before matrix multiplications and generate the inputs for it, and output transformation (③ in Figure 3), which takes the matrix multiplication result and converts it back to the spatial domain. All these three transformations are performed between a tile of data and the corresponding transformation matrix (B, G, and A), which are memory-bound and the execution time is dominated by data movements. Thus, we combine the compensation, quantization, and de-quantization with them so as to overlap computation with memory operations, which introduce only trivial overheads while significantly alleviating the burden of matrix multiplication. The following subsections describe the implementations and optimization in each transformation stage.

4.2 Transformation

There are three kinds of transformations in Winograd convolution: input transformation and filter transformation (① in Figure 3), which are performed before matrix multiplications and generate the inputs for it, and output transformation (③ in Figure 3), which takes the matrix multiplication result and converts it back to the spatial domain. All these three transformations are performed between a tile of data and the corresponding transformation matrix (B, G, and A), which are memory-bound and the execution time is dominated by data movements. Thus, we combine the compensation, quantization, and de-quantization with them so as to overlap computation with memory operations, which introduce only trivial overheads while significantly alleviating the burden of matrix multiplication. The following subsections describe the implementations and optimization in each transformation stage.

4.2.1 Input transformation. For each tile d containing 32-bit full-precision numbers, we transform it from the spatial domain to the Winograd domain and then quantize the floating-point numbers to 8-bit integers through the function Q(\(x\)) in Eq. 4. The core instruction in matrix multiplication, vpdpbusd, requires the first operand (i.e., transformed input) to be unsigned as described in Section 2.1. However, the transformed input can not be guaranteed to be non-negative. Thus, we add 128 to the transformed input after quantization, which is a compensation operation, so as to guarantee all the data can be represented by UINT8. We will perform subtraction operations to recover the result in the matrix multiplication stage, which eliminates the effect introduced by adding 128.

At the end of this stage, we need to store the result in memory for matrix multiplication (② in Figure 3). In general, each result tile needs to be scattered to \(T = (m + r - 1)^2\) matrices, resulting in non-consecutive memory writes. To overcome the disadvantage of the operations, we employ two optimizations here. First, based on the customized data layout, each time we store 512-bit data (a whole cache line) into memory to eliminate false sharing. Second, we apply non-temporal stores, which write data in memory directly without fetching data to cache first. The transformed data will not be used in the near future and thus we do not need to worry about the non-temporal stores destroy the cache locality.

4.2.2 Filter Transformation. Filter transformation operates on pre-trained filters. For inference, the filters are known ahead of time so that all the operations in this stage are performed offline and the execution time will not be counted as part of the running time. After quantization, we multiply the result by an auxiliary matrix filled by -128, which is required by the compensation operation so as to guarantee the result’s correctness. The final results of filter transformation are reorganized to a specific data layout, where the lowest two dimensions are \((C_{blk}/φ) \times (K_{blk} \times φ)\) so as to be compatible with the vpdpbusd instruction.

4.2.3 Output Transformation. In general, Winograd algorithm [23] triggers gathering operations, which fetch data from \(T = (m + r - 1)^2\) matrices generated by the matrix multiplication stage, and then performs transformations. However, the data access is not consecutive and computation has to wait till the data is fetched to the cache when using gathering operations. Thus, we instead employ scattering operations at the end of the previous stage (i.e., matrix multiplication) with non-temporal stores, which will be explained in Section 4.3, so that all the data access is consecutive in this stage.
Each time we take a consecutive 32-bit integer data tile generated by matrix multiplication and perform de-quantization, i.e., function $Q'(x)$, on it. To de-quantize the value, we multiply the data tile with the reciprocal of scaling factor after casting 32-bit integers to floating-point values. Then, the transformation procedure is done by multiplying the corresponding transformation matrix.

For $i = 0$ to phi:
- $\text{out}[i][a] = -2 \times \text{in}[i][1] + 2 \times \text{in}[i][3] + \text{temp}[i]$
- $\text{out}[i][b] = 2 \times \text{in}[i][1] - 1 \times \text{in}[i][2] - 2 \times \text{in}[i][3] + \text{temp}[i]$

Figure 4: An example of codelets generation.

4.2.4 Codelets. We write a codelet generator for Winograd transformations, which automatically generates C++ codes for a given $F(m, r)$ according to the transformation matrices provided by winograd [22]. We invoke Intel Intrinsics [11] to guarantee that all the codes are vectorized except for the reorganizing operations in offline filter transformations. Figure 4 illustrates an example of codelet generation for input transformation, which operates $(m+3r-1) \times k \times k$ numbers in a column-wise or row-wise computation. The codelets for filter and output transformation are generated similarly. We perform optimizations such as loop unrolling and constant folding on generated codelets. As the transformation matrices have many zeros, we eliminate the redundant operation multiplying an operand by zero. We compute the common terms among different rows in the transformation matrix and store them into intermediate variables, replacing the common terms in the expressions with the intermediate variables, thereby reducing the computational complexity. Furthermore, we unroll the loop of phi ($\phi$) to reduce the branches of instructions in codelets, which improves the instruction-level parallelism. By performing in a column-wise manner and then in a row-wise manner on input tiles, the generated codelets are reused to calculate all the transformed inputs.

4.3 Batched Matrix Multiplication

The matrix multiplication ($\otimes$ in Figure 3) dominates the computation of Winograd convolution. The element-wise multiplication of a quantized transformed filter $U'$ and the quantized transformed input tile $V'$ in the same channel is computed under low-precision arithmetic, and subsequently, the results of the multiplication are accumulated along channels (Eq. 3). Therefore, this procedure can be reduced to batched matrix multiplication. We perform a batch size of $T = (m + r - 1)^2$ matrix multiplications, each of which is represented by $Z = V \times U$. The matrix $V$ is generated by the input image transformation with the size of $N \times C$ and the matrix $U$ is generated by the filter transformation with the size of $C \times K$. In general, a convolutional layer consists of a very large number of input tiles ($N$) and the numbers of input channels ($C$) and output channels ($K$) are relatively smaller, causing that the matrix multiplication is performed on tall and skinny matrices. Since tall and skinny matrix multiplication is not highly optimized in off-the-shelf libraries [17, 39], we implement our own batched matrix multiplications for those tall and skinny matrices with the following optimizations: blocking strategies to enhance the data reuse for both cache memory and registers; non-temporal stores to reduce the scattering operation latency; data prefetching to overlap computation with memory operations. The following subsections elaborate those optimizations.

4.3.1 Cache Blocking. In general, it is impossible to guarantee the matrices $V$, $U$, and results can fit in the cache. To increase the data reuse, we break the matrices into sub-matrices, and each sub-matrix can fit in L2 cache. The major idea is to fully use the data before swap it out from the cache. Figure 5 depicts our cache blocking method. The matrix $V$ is divided into $[N/N_{blk}] \times [C/C_{blk}]$ sub-matrices of size $N_{blk} \times C_{blk}$ and the matrix $U$ is divided into $[C/C_{blk}] \times [K/K_{blk}]$ sub-matrices of size $C_{blk} \times K_{blk}$. Therefore, the result matrix $Z$ consequently consists of $[N/N_{blk}] \times [K/K_{blk}]$ sub-matrices of size $N_{blk} \times K_{blk}$. Accordingly, each sub-matrix in $Z$ can be accumulated by one row of blocks in $V$ and one column of blocks in $U$:

$$z_{i,j} = \sum_{k=1}^{C/C_{blk}} v_{i,k} \times u_{k,j}$$  \hspace{1cm} (8)

There are $C/C_{blk}$ matrix multiplication results to be accumulated to the sub-matrix $z$. We store the intermediate accumulation result in a $C_{blk} \times K_{blk}$ buffer, which stays in L2 cache until all the computations in Eq. 8 are completed. After blocking, the matrix $u$ of size $C_{blk} \times K_{blk}$ can be held in L2 cache during the multiplication process in most cases. Besides, we insert prefetching instructions to load $v_{i+1,k}$ into L2 cache when computing $v_{i,k}$. Therefore, when we calculating the next matrix multiplication, i.e., $z_{i+1,j}$, the data is already in-cache, which significantly hides the memory access latency.
4.3.2 Register Blocking. We also implement a register-level blocking strategy to further optimize the multiplication operations of sub-matrices as shown in Figure 6. The idea is similar to cache-level blocking, which divides original matrices into smaller sub-matrices. We reuse the intermediate results by storing them into rowblk × colblk registers, and the final results are scattered into the appropriate locations of tiles used in output transformation by using non-temporal stores. Each row of \( \delta \) is expected to be automatically prefetched into L1 cache by hardware since the memory access is consecutive, and each column of \( \mu \) can also benefit from the hardware prefetcher since we store the data in a column-major format. To follow the low-precision computational instruction, i.e., \( \text{vpdpbusd} \), convention, a sub-matrix \( \nu \) is stored in a specific layout, which has been reordered to the size of \((Cblk/4) \times (Kblk \times 4)\).

![Figure 6: Register-level blocking. The blocks in blue, green, and yellow represent the blocked sub-matrix of \( v, u \) and \( z \), respectively.](image)

4.3.3 Compensation. As the \( \text{vpdpbusd} \) instruction needs the first operand to be unsigned 8-bit integers. We perform compensation operations for this requirement in the input transformation stage (adding 128) and the filter transformation stage (multiplying -128). Thus, the exact computations we perform in this stage are equivalent to the following equation:

\[
Z = \tilde{V} \times U + \tilde{Z} \quad \text{where} \quad \tilde{V} = V + \Delta \quad \tilde{Z} = -\Delta U \tag{9}
\]

The \( \Delta \) is an auxiliary matrix filled by 128 which has the same size as \( V \). We calculate \( \tilde{V} \) in the input transformation stage and \( \tilde{Z} \) in the filter transformation stage. The compensation operation is performed in transformation stages in practice as described in Sections 4.2.1 and 4.2.2. Since the transformation stages have a low compute-to-memory ratio and mostly memory-bound, the extra computation has little effect on the performance.

4.3.4 Code Generation and Tuning. As the configurations of convolutional layers are known at the compile-time, we can utilize the constants, such as the number of loops and the offset of memory access, to optimize the codes. We employ the JIT (just-in-time) compilation technique to generate the codes for matrix multiplication. The pseudo-code for the code template, which computes \( z = v \times u + z \), is described in Figure 7.

```
for r0 = 0 to N_blk/col_blk:
  for c0 = 0 to K_blk/col_blk:
    for t = 0 to C_blk:
      for r1 = 0 to row_blk:
        v_reg = broadcast(v[r0+r1][t]);
        prefetch(next_v[r0+r1][t]);
      endfor
      for c1 = 0 to col_blk:
        u_reg[c1] = u[t][c0 + c1];
        z_reg[r1][c1] = vpdpbusd(z_reg[r1][c1], v_reg, u_reg[c1]);
      endfor
    endfor
  endfor
endfor
```

![Figure 7: The pseudo-code for matrix multiplication.](image)

The loops of \( r0 \) and \( c0 \) represent the cache-level blocking while \( r1 \) and \( c1 \) represent the register-level blocking. For each loop \( r1 \), we broadcast a packed 32-bit word containing four 8-bit integers from the source location of \( v \) to a 512-bit vector register \( v_{reg} \). For each innermost loop \( c1 \), we load 64 8-bit integers from \( u \) into register \( u_{reg} \), performing \( \text{vpdpbusd} \) and storing the results into register \( z_{reg} \). The register \( v_{reg} \) is reused during this loop. At the end of this stage, we scatter the results to appropriate locations for the next stage usage at the granularity of the cache line by using non-temporal stores. This allows the next stage to access consecutive memory, avoiding expensive gathering operations. To further improve the performance, we fully unroll the loops of \( t, r1, \) and \( c1 \) into consecutive instructions. Then, we reorder the unrolled instructions to mix the software prefetch and computation instructions, thereby improving the instruction-level parallelism. For a specific matrix multiplication operation, the code is generated and compiled as a shared library to compute all sub-matrices.

There are several tunable parameters for code generation, including \( N_{blk}, C_{blk}, K_{blk}, \text{row}_{blk}, \) and \( \text{col}_{blk} \). We leverage an auto-tuning process to find the optimal parameters. The auto-tuning process takes a relatively small amount of time and usually is performed ahead of time since the convolutional layer’s configuration is already known. The optimal parameters are saved into a wisdom file and used in inference. To reduce the search space, we limit the \( \text{row}_{blk} \times \text{col}_{blk} + \text{col}_{blk} < 31 \) (one extra auxiliary register is used for broadcasting operations in our design), as there are 32 available 512-bit vector registers on modern x86 platforms. We further limit \( C_{blk} \times K_{blk} \) to be less than 512² so as to ensure the sub-matrices, \( z, u, \) and \( v \), can fit in the cache.

4.4 Parallelization

In order to perform the above-mentioned implementation of Winograd convolutions on modern multi-core platforms, we employ a static scheduling strategy to partition the job so as to execute it parallel. As the configurations of convolutional layers are constant during neural network inference, we pre-assign the tasks for all threads at compile-time to reduce run-time overheads. To achieve optimal performance, each thread is assigned the same amount of
computation with the same memory access patterns. We assume there are $\omega$ threads, which can be executed simultaneously on multi-core platforms. In the input and output transformation stages, there are $N$ tiles to be operated and each tile contains $T \times \varphi \times \sigma$ elements. Therefore, each thread operates up to $[N/\omega]$ tile transformation tasks. Moreover, we recursively divide the task dimensions so that the tiles to be operated are contiguous for each thread, which can potentially facilitate cache reuses. In the filter transformation stage, each thread operates up to $[(C \times K) / \omega]$ filter transformation tasks, which is similar as the input transformation stage. In the matrix multiplication stage, there are $N/K_{blk} \times K/K_{blk} \times T$ sub-matrices to be performed and each sub-matrix contains $N_{blk} \times K_{blk}$ elements, according to our blocking strategies (in Section 4.3). Thus, each thread is assigned up to $[(N/K_{blk} \times K/K_{blk} \times T) / \omega]$ matrix multiplication tasks. The job consists of parallel tasks is executed using a single fork-join method. As the C and K, as well as the number of threads $\omega$, are typically powers of two, the tasks can be equally assigned to all the threads. In practice, all threads could start and finish the assigned workload roughly at the same time, resulting in a balanced situation.

5 EVALUATION

In this section, we demonstrate that LoWino is an effective approach for accelerating Winograd convolutions by utilizing low-precision computations while maintaining the accuracy at a reasonable level. Specifically, we address two major research questions:

1) What is the performance of LoWino compared with the state-of-the-art implementations?
2) What is the end-to-end accuracy loss of our approach on representative convolutional neural networks?

Experimental Setup. Our experiments are performed on an 8-core Intel Xeon Scalable Processor @ 3.00GHz (Cascade Lake) platform running a Linux-based operating system, Ubuntu20.04 LTS, which has 32GB global main memory. The programs are compiled by g++ (version 9.3.0). To reduce the interference of initialization, we warm up the experiments and run tests 100 times, and report the average running time.

5.1 Convolutional Layer Speedups

We evaluate our implementations on representative convolutional layers in prevailing neural network models including image classification, object detection, and semantic segmentation. To be specific, our benchmarks cover AlexNet [20], VGG16 [36], ResNet-50 [9], GoogleLeNet [37], YOLOv3 [34], FusionNet [33], and U-Net [35]. Following the convention [17], we set the batch size for classification models to 64 and the batch size for object detection and semantic segmentation models to one. The specification of these convolutional layers is described in Table 2. We compare LoWino with the state-of-the-art low-precision convolution implementations in the oneDNN library [13], including direct and Winograd convolution, which include the quantize and de-quantize steps.

Figure 8 shows the normalized execution time for all the convolutional layers in Table 2. We also report the speedups of our LoWino $F(4 \times 4, 3 \times 3)$ over oneDNN’s low-precision Winograd convolutions. Overall, LoWino $F(4 \times 4, 3 \times 3)$ achieves an up to 2.04× speedup and an average of 1.26× speedup over the best implementations in oneDNN. There are three observations. First, LoWino $F(2 \times 2, 3 \times 3)$ achieves competitive performance compared with the implementations in vendor library, i.e., oneDNN’s 8-bit Winograd convolution. Second, LoWino $F(4 \times 4, 3 \times 3)$ usually is the best performer, delivering significant performance improvement over $F(2 \times 2, 3 \times 3)$. The speedups of LoWino are derived from both the theoretical complexity reduction of the Winograd algorithm and our optimization techniques. Third, Winograd convolution not always outperforms direct convolution, despite that the former has lower computational complexity. This is because the memory overhead of transformation operations is non-negligible for some layers, which increases overall execution time. For example, the result of ResNet-50_a shows that the low-precision Winograd convolution with $F(2 \times 2, 3 \times 3)$ is slower than direct convolution in both oneDNN’s and our implementations. Our $F(4 \times 4, 3 \times 3)$ can provide an efficient implementation to run this layer faster. For some special layers, like Yolov3_a, direct convolution outperforms $F(4 \times 4, 3 \times 3)$, since the transformation overhead is much larger than the computation savings. Nevertheless, LoWino with $F(4 \times 4, 3 \times 3)$ accelerates the convolution layers for most cases. In addition, compared to the best full-precision implementation in oneDNN, LoWino with $F(2 \times 2, 3 \times 3)$ and $F(4 \times 4, 3 \times 3)$ achieves an average of 1.9× and 2.6× speedups, which validates the performance improvement of low-precision computing.

5.2 Neural Network Accuracy

We choose VGG16 [36] and ResNet-50 [9] as two representative convolutional neural networks to evaluate the end-to-end model accuracy of our approach on the ImageNet dataset [6]. In addition to comparing LoWino with the implementations of the Intel oneDNN library, we also compare our approach with state-of-the-art post-training quantization methods [14, 19, 29, 31, 44] which leverage normal (non-Winograd) low-precision convolutions. As $F(4 \times 4, 3 \times 3)$ is not supported in oneDNN, we implement the down-scaling
approach ourselves and evaluate its accuracy. Table 3 reports the accuracy of models with different implementations of low-precision convolutions. We use the full-precision model in the official model repository of PyTorch [32] as the baseline. Since the different hyperparameters might be used in those papers, e.g., learning rate and data augmentation, the accuracy numbers slightly vary. For fairness, we report not only the accuracy of low-precision models but also the full-precision models. For non-Winograd post-training quantization methods [14, 19, 29, 31, 44], the accuracy numbers are directly cited from the corresponding papers.

Table 3: The end-to-end top-1 accuracy of CNNs with our approach on the ImageNet dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>Method</th>
<th>FP32 Acc. (%)</th>
<th>INT8 Acc. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG16</td>
<td>KLD [29]</td>
<td>69.40</td>
<td>69.20</td>
</tr>
<tr>
<td></td>
<td>Yao et al. [44]</td>
<td>69.40</td>
<td>69.10</td>
</tr>
<tr>
<td>F(2x2, 3x3)</td>
<td>oneDNN [13]</td>
<td>71.59</td>
<td>70.98</td>
</tr>
<tr>
<td></td>
<td>LoWino (Ours)</td>
<td>71.59</td>
<td>71.33</td>
</tr>
<tr>
<td>F(4x4, 3x3)</td>
<td>Down-Scaling Impl.</td>
<td>71.59</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>LoWino (Ours)</td>
<td>71.59</td>
<td>69.20</td>
</tr>
<tr>
<td>ResNet-50</td>
<td>KLD [29]</td>
<td>73.23</td>
<td>73.10</td>
</tr>
<tr>
<td></td>
<td>Yao et al. [44]</td>
<td>75.30</td>
<td>74.80</td>
</tr>
<tr>
<td></td>
<td>Jacob et al. [14]</td>
<td>76.40</td>
<td>74.90</td>
</tr>
<tr>
<td></td>
<td>Park et al. [31]</td>
<td>77.72</td>
<td>75.67</td>
</tr>
<tr>
<td></td>
<td>Krishnamoorthi [19]</td>
<td>75.20</td>
<td>75.10</td>
</tr>
<tr>
<td></td>
<td>oneDNN [13]</td>
<td>76.15</td>
<td>75.91</td>
</tr>
<tr>
<td></td>
<td>LoWino (Ours)</td>
<td>76.13</td>
<td>76.09</td>
</tr>
<tr>
<td>F(2x2, 3x3)</td>
<td>Down-Scaling Impl.</td>
<td>76.13</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>LoWino (Ours)</td>
<td>76.13</td>
<td>75.53</td>
</tr>
</tbody>
</table>

The accuracy of quantized neural networks that utilize low-precision Winograd convolutions is similar to those non-Winograd convolutions. Benefited from our quantization design, LoWino achieves less accuracy loss compared with the down-scaling approach when using $F(2 \times 2, 3 \times 3)$. As discussed in Section 2.3, the scaling factor of $F(4 \times 4, 3 \times 3)$ is much less than the factor of $F(2 \times 2, 3 \times 3)$, leading to much more precision loss incurred by down-scaling and rounding operations. The experimental result shows that the down-scaling approach with $F(4 \times 4, 3 \times 3)$ drops the model accuracy to zero, which is not acceptable. Conversely, our approach can maintain the accuracy at an acceptable level as the original model for both $F(2 \times 2, 3 \times 3)$ and $F(4 \times 4, 3 \times 3)$. These results demonstrate the effectiveness of LoWino, which can accelerate convolutional layers while achieving tolerable accuracy loss.

Figure 8: Normalized execution time for different convolution layers.

Figure 9: Comparing the down-scaling approach with ours for $F(4 \times 4, 3 \times 3)$ low-precision Winograd convolution.

To further explain the different quantization methods, we use VGG16_a as an example to illustrate the difference between the down-scaling approach and LoWino. Figure 9 depicts the data distribution of the transformed inputs before and after scaling/quantization. The X-axis is the range of values and Y-axis is the count of each value. The down-scaling approach has already been quantized to 8-bit integers and the value range of transformed input will be increased up to 100x after Winograd transformation (as discussed in Section 2.2). To avoid the overflow of low-precision matrix multiplication, the down-scaling approach needs to be multiplied by a scaling factor, $\alpha = \frac{1}{100}$. Moreover, the down-scaled values need to be converted to integers, which introduces rounding errors. Despite that INT8 has numbers with a range of [-128...127], the transformed input can only be represented by the integers in a narrower range as shown in the figure. In our
approach, the input and transformed input are full-precision values and the transformed input are quantized in the Winograd domain. Thus, we can fully use the numbers of [−128...127] to represent the original values, thereby reducing the precision loss.

5.3 Execution Time Breakdown

In Figure 8, we observe that for some layers, LoWino \( F(2\times2, 3\times3) \) is better than oneDNN’s Winograd convolution counterpart, and for some layers, oneDNN’s is better. We select VGG16_b, ResNet-50_c, YOLOv3_c, and U-Net_b as examples to perform a deeper analysis of this phenomenon. In Figure 10, we use oneDNN’s implementation as baselines and show the normalized execution time. We divide the execution time into matrix multiplication, which is compute-bound, and transformation, which is memory-bound. We observe that our approach owns more transformation time than oneDNN’s. This is because that our input data type is 32-bit floating-point, whereas oneDNN uses 8-bit integers. Since the transformation process is memory-bound, our approach reads 4x input data compared to oneDNN, resulting in more execution time. However, loading 32-bit floating-point numbers is necessary to guarantee the accuracy as explained in Section 2.3.

![Figure 10](image)

Figure 10: Analyzing the performance of different parts in low-precision Winograd convolutions.

Due to different design decisions, LoWino and oneDNN have different matrix multiplication performances. The oneDNN divides the input data into several partitions, and for each part, it saves all the intermediate data. While this implementation decreases the data loading and storing time, the matrix multiplication has to be performed between two small matrices due to the limited cache size, resulting in a low compute-to-memory ratio. Since the intermediate data size is increased with the tile size, the input partition size has to be reduced so as to fit in the cache, which results in smaller matrix multiplications and less computational efficiency. For instance, \( F(4\times4, 3\times3) \) has \( 2.25x \) intermediate comparing with \( F(2\times2, 3\times3) \) for a single tile. Whereas, our approach writes all intermediate data into the main memory and reads them in the matrix multiplication stage. As we do not cache all the intermediate data, larger block sizes can be used comparing with oneDNN. For the layer which does not have large enough matrices, our blocking size is similar to oneDNN’s. Thus, the execution time of matrix multiplication for VGG16_b and ResNet-50_c is also similar. However, once the layer has larger matrices, our approach uses larger block sizes, resulting in a higher compute-to-memory ratio and higher performance. That’s why for YOLOv3_c and U-Net_b, the performance of our matrix multiplication is better than that of oneDNN. For Winograd convolutions, the matrix size is decided by the number of input channels and output channels. Therefore, for layers with large input and output sizes, LoWino usually performs better.

6 RELATED WORK

To reduce the complexity of the compute-intensive convolutions in CNNs, Lavin and Gray [23] introduced the approach applying Winograd’s minimal filtering algorithm on convolutional layers and demonstrated its effectiveness. Subsequently, the Winograd-based convolution was integrated into popular vendor libraries and be widely used to accelerate convolutional neural networks. In recent years, several efforts have been conducted on optimization techniques for efficient Winograd convolutions on CPU [17, 18, 46] and heterogeneous platforms [16, 28, 42]. Jia et al. [17] proposed an implementation to support n-dimensional Winograd-based convolutions on many-core CPUs. Mazaheri et al. [28] optimized Winograd convolution via symbolic computation and meta-programming. Yan et al. [42] built an assembler to perform assembly-level optimizations. Besides, Huang et al. [10] presented a decomposable Winograd method which supports convolution layers with large kernels and large strides.

The low-precision quantization techniques [14, 19, 29, 31, 44], which convert full-precision models into low-precision ones to exploit integer-arithmetic computations, are expected to further improve the performance of Winograd convolutions [25, 40]. The ncnn [38] has low-precision Winograd convolution implementation using an up-casting approach, while oneDNN [13] provides a down-scaling approach solution. However, these approaches in vendor libraries suffer from the disadvantages of accuracy loss or performance degradation, as revealed in Section 2.3. Besides, some studies attempt to leverage re-training and searching on the whole training dataset [7, 24]. Those methods rely on re-training to reduce the accuracy loss introduced by quantization and Winograd convolutions, whereas our approach reduces the accuracy loss through performing the quantization in the Winograd domain without re-training. Our approach provides an effective mechanism for combining Winograd convolution with low-precision computations, making it possible to support versatile problem sizes.

7 CONCLUSION

In this paper, we proposed a low-precision Winograd convolution approach, namely LoWino, which introduces quantization in the transformed domain, thereby effectively exploiting the capability of low-precision computations while maintaining the accuracy at a reasonable level. Experimental results show that our approach delivers an up to 2.04x speedup and an average of 1.26x speedup over the best implementations in the existing vendor library. In future work, we plan to: 1) explore an automatic mechanism to select the optimal algorithm for a convolutional layer among direct, Winograd, and others; 2) incorporate our approach to a deep learning compiler that supports low-precision computation (e.g., [15]) and apply it to more modern architectures.
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