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Abstract

Ordinal Classification (OC) is a widely encountered challenge in Natural Language Processing (NLP), with applications in various domains such as sentiment analysis, rating prediction, and more. Previous approaches to tackle OC have primarily focused on modifying existing or creating novel loss functions that explicitly account for the ordinal nature of labels. However, with the advent of Pretrained Language Models (PLMs), it became possible to tackle ordinality through the implicit semantics of the labels as well. This paper provides a comprehensive theoretical and empirical examination of both these approaches. Furthermore, we also offer strategic recommendations regarding the most effective approach to adopt based on specific settings.

1 Introduction

Ordinal classification (OC) is a key task in natural language processing (NLP), with many applications that require ordering or ranking in the output such as Sentiment Analysis (Dang et al., 2020), Rating Prediction (Liu, 2020), Age Group Classification (Sánchez-Hevia et al., 2022), etc. In each of these examples, the output categories have a natural order, making these tasks suited to ordinal classification.

Broadly speaking, OC task can be tackled using one of the following two approaches - explicit vs implicit. The classical explicit approach relies on tweaking the loss function based on an explicit notion of distance between labels and penalising based on the degree of misclassification (Castagnos et al., 2022; Díaz and Marathe, 2019). Alternatively, the second implicit approach we propose is based on more recent advancements in language modeling. This approach organically engages the semantics of the labels, thereby harnessing their inherent characteristics for the classification task. Thus, while the former represents a time-tested approach, the latter offers a new way to tackle OC, bringing the richness of semantic information into the classification process. Our paper comprehensively studies the different techniques that fall under both these strategies. The classical approach relies on tweaking Cross Entropy (CE) which is a commonly used loss function for nominal classification (NC) (where the assumption is that the classes are mutually exclusive and have no inherent order or relationship to each other) (Yamasaki, 2022; Castagnos et al., 2022; Díaz and Marathe, 2019). The performance in NC task is usually measured in terms of accuracy-based metrics such F1 scores. While CE is optimal for NC, since it treats all misclassifications as the same, it is sub-optimal for OC. There are several approaches/tweaks proposed to extend CE loss for OC, such as the ones proposed by Díaz and Marathe (2019); Castagnos et al. (2022), which adds a penalty based on the absolute difference in the class rankings. These loss functions are designed such that the more the distance between prediction and ground truth, the more the penalty. The performance of these OC tasks is measured in terms of Mean Squared Error (MSE), Mean Absolute Error (MAE) and Off-by-1 (OB1) accuracy (Castagnos et al., 2022).

Our work fills a crucial gap in the current understanding of these losses used in OC. Prior to our research, a unifying analysis of these different loss based approaches was conspicuously absent, making it challenging to holistically compare and contrast their characteristics and performance. In an attempt to address this lacuna, we evaluate these loss functions for four desirable properties, namely, proper scoring rule, unimodality, convexity and ordinality. We also propose a loss function which exhibits these desirable properties while demonstrating that several of these loss functions can be interpreted as specialized versions of the proposed...
Pretrained Language Models (PLMs), which include both encoder models (like BERT (Devlin et al., 2019)) and decoder models (like GPT (Raffel et al., 2019)), offer a robust mechanism to learn the semantics or representations of words. These models are trained on vast amounts of text data, during which they develop an understanding of the context in which words are used. Encoder models like BERT learn to predict a word based on its surrounding context, thereby creating a rich and nuanced understanding of word semantics. On the other hand, decoder models like GPT generate a sequence of words, learning to predict the next word in a sentence, hence understanding semantics in a left-to-right context manner. This learning process enables these models to develop high-dimensional vector representations (embeddings) that capture the underlying semantics of words.

Interestingly, these semantically rich embeddings can be utilized to implicitly factor in the ordinality of labels in OC tasks. The numeric vector representation of words inherently carries semantic relationships that can mirror ordinal relationships. For instance, the embeddings of words like "good", "neutral", and "bad" reflect their comparative semantics in the vector space. When used for OC tasks, such as sentiment analysis or rating prediction, these learned embeddings can provide a more natural and effective way to understand and encode the ordinality of labels. The model does not just see these labels as distinct classes, but as points on some latent space, thus allowing a more nuanced approach to such classification tasks.

In our study, we make the following contributions to advance the understanding and application of OC in NLP:

- We conduct a comprehensive analysis of several explicit loss-based approaches for Ordinal Classification (OC), examining them through the lens of useful theoretical properties, such as proper scoring rule, convexity, unimodality and ordinality. Our empirical findings demonstrate that previously proposed techniques for solving OC excel primarily in ordinal metrics while compromising performance on nominal metrics. This analysis has led us to propose a hybrid loss function that achieves a better balance between nominal and ordinal metrics compared to the performance of its individual components.

- Further, we study two general PLM based methodologies (encoder & decoder-based) that implicitly factor in ordinality. These approaches signify a paradigm shift from traditional methods, opening up new avenues in ordinal classification.

- Lastly, we undertake an exhaustive comparison of these explicit and implicit approaches under different scenarios, providing necessary ablations and conclude by offering strategic recommendations on the suitable choice between these approaches in §6.

The rest of the paper is organized as follows: In §2, we discuss the various explicit approaches i.e. review the loss functions and discuss their theoretical properties. Using this as motivation, we also propose a new hybrid loss function and study its properties. In §3, we discuss the encoder models and show how OC can be approached from an entailment-style modeling perspective. In §4, we discuss the decoder models and how OC can be approached from a next word prediction task perspective. Figure 2 depicts the explicit as well as implicit approaches. In §5, we empirically compare these three methods and give our recommendations.

2 Explicit approach: Loss-functions and Analysis

<table>
<thead>
<tr>
<th>Loss</th>
<th>PSR</th>
<th>UM</th>
<th>CX</th>
<th>Ord</th>
</tr>
</thead>
<tbody>
<tr>
<td>CE</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>low</td>
</tr>
<tr>
<td>OLL</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>high</td>
</tr>
<tr>
<td>MLL</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>high</td>
</tr>
<tr>
<td>SOFT</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>low</td>
</tr>
<tr>
<td>EMD</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>low</td>
</tr>
<tr>
<td>CORAL</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>low</td>
</tr>
<tr>
<td>VS-SL</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>low</td>
</tr>
<tr>
<td>WKL</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>low</td>
</tr>
</tbody>
</table>

Table 1: Various properties satisfied by different loss based approaches. Notation: PSR - Proper Scoring Rule, UM - Unimodality, CX - Convexity, Ord - Ordinality

Let \( \{ (X_i, y_i) \}_{i=1}^N \) be \( N \) independent and identically distributed datapoints containing the input features \( X_i \) and their corresponding labels \( y_i \); where \( y_i \in \{ 1, \ldots, K \} \) where \( K \) is the number of classes. The output of the classifier is denoted by \( \Phi_\theta(X_i) = \hat{p}_i = (\hat{p}_{i1}, \ldots, \hat{p}_{iK}) \) which is a probability distribution over the \( K \) classes. Let \( l(y_i) \) be the one-hot encoding of \( y_i \). The classifier is trained by optimizing the parameters \( \theta \) such that \( \frac{1}{N} \sum_{i=1}^N L_\theta(\hat{p}_i, l(y_i)) \) reaches a minimum. In the rest of the paper, for ease of understanding, we omit the indexing with
respect to $i$, i.e. remove the $\frac{1}{N}$ and $\sum_{i=1}^{N}$, wherever it is evident from the loss expression.

In the next subsection, we give a few desirable theoretical properties of the loss function $L$ in the context of OC and then follow it up by discussing some of the widely used loss functions.

2.1 Desirable Properties of Losses in OC

**Proper Scoring Rule (PSR):** A loss is said to be a PSR (Gneiting and Raftery, 2007; Merkle and Steyvers, 2013) if it takes the lowest value when the predicted class probabilities match the ground truth which is a one-hot encoded $K$-dimensional vector. Being PSR ensures that the loss indeed tries to optimize the classifier to predict the ground truth without injecting any bias in the predicted outputs. Further, PSR losses also help to produce well calibrated probabilities (Lakshminarayanan et al., 2017).

**Convexity (Cx):** Convexity of $L$ with respect to $\hat{p}$ is a desirable property of the loss as it is an essential requirement for several convex formulations of Neural Networks (NNs) (Kawaguchi et al., 2019; Du et al., 2019; Pilanci and Ergen, 2020; Wojtowytsch, 2023). Further, if both $L$ and $\Phi$ (classifier function) are convex with respect to $\theta$ (as in the case of logistic regression or support vector machines), then it is guaranteed that the local minima indeed coincides with the global minima.

Several widely used losses such CE, MAE, MSE, etc. are both PSRs and Convex. Next, we look at two desirable characteristics of the output probabilities from the classifier in the context of OC.

**Unimodality (UM):** If the output probabilities have single mode, i.e. $\hat{p}_j > \hat{p}_l < \hat{p}_i$ is not satisfied for any $1 \leq j < l < i \leq K$, then we say the classifier satisfies the UM condition (Beckham and Pal, 2017; Yamasaki, 2022; Iannario and Piccolo, 2011). An illustration is given in Figure 1.

**Ordinality (Ord):** In the context of OC, we require the loss $L$ to explicitly penalize the misclassifications more which are farther away from each other compared to the ones which are closer. The goal is to enforce a meaningful ordering among the labels unlike nominal classification where categories lack a specific order. We will see later that different loss functions enforce ordinality to a varying degree.

In the next subsection, we discuss some of the widely used loss functions in the context of OC in NLP.

2.2 Widely used Loss Functions in OC

**Cross-Entropy (CE):** CE is given by

$$\sum_{k=1}^{K} p_k \log(\hat{p}_k)$$

(1)

The above expression boils down to $-\log(\hat{p}_y)$. Oftentimes CE is discredited for not being able to factor in ordering as its expression does not take into account the probabilities corresponding to the non-groundtruth classes.

**Ordinal Log Loss (OLL) (Castagnos et al., 2022):** OLL is given by
\[ -\sum_{k \neq y} |k - y|^\alpha \log(1 - \hat{p}_k). \] (2)

Here \( \alpha > 0 \) is a hyperparameter. This can be seen as a complementary of CE where the miss-classification is explicitly penalized in proportion to its degree by the term \( |k - y|^\alpha \). Both CE and OLL belong to PSR family as both these losses are zero when the output probabilities coincide with the ground truth one-hot encoding.

**SOFT labels (SOFT)** (Díaz and Marathe, 2019): In this approach, first the ground truth \( K \)-dimensional onehot encoded is modified to \( K \) ‘soft’ labels as follows.

\[ \hat{p}_k^{\text{soft}} = \frac{\exp(-\beta|k - y|)}{\sum_{k'} \exp(-\beta|k' - y|)} \] (3)

Then CE loss can be computed using these soft ground labels as truth probabilities.

\[ -\sum_{k=1}^K \hat{p}_k^{\text{soft}} \log(\hat{p}_k) \] (4)

Clearly, introducing soft-labels makes this approach not fall in the PSR family as the ground-truth one-hot encoding vector does not minimize the loss anymore.

**Earth Mover Distance (EMD)** (Rubner et al., 2000): EMD or Wasserstein loss is defined

\[ \text{EMD} = (\text{CDF}(y_i) - \text{CDF}(\hat{p}_i))^2 \]

Here CDF refers to the cumulative distribution function. While EMD is a PSR, it does not impose a strong penalty in the tails (as compared to OLL) because CDFs are monotonic with range in \([0, 1]\) and hence the difference between the CDFs will be small in the tails.

**Unimodal Losses:** da Costa et al. (2008) and Beckham and Pal (2017) introduced a parametric way to force unimodality in the predicted probability scores by first computing a scalar function \( f(x) \in [0, 1] \) and then using this scalar to parameterise a Binomial distribution \( \text{Bin}(f(x)) \). The Probability Mass Function (PMF) is computed which forms the final predicted probabilities. Note that the computing a single scalar \( f(x) \) (as opposed a vector of embeddings as done in other methods) severely hampers the learning; thus the guarantee of unimodality comes at the cost of degradation in performance. To address this, Yamasaki (2022) proposes a more-flexible unimodal OC framework by imposing shape-based constraints on the output probabilities; the V-Shaped Stereotyped Logit (VS-SL) method has shown to be the state-of-the-art for UM in their work and hence, we use it as a baseline in our experiments.

We also include two more loss function variants, namely CONsistent RAnk Logits (CORAL) (Cao et al., 2020) and Weighted Kappa Loss (WKL) (de la Torre et al., 2017), and benchmark their effectiveness in terms of accuracy and ordinality.

To benchmark the performance of the above loss functions, we run experiments on three benchmark multi-class text classification datasets, each with distinct tasks: Hypothesis entails Premise task - SNLI (Bowman et al., 2015), Reviews Classification task - Amazon Reviews (AR) (Keung et al., 2020), and Sentiment Analysis task - SST-5 (Socher et al., 2013). We report weighted-F1 scores and MAE, MSE, Off-by-1 (OB1) accuracy to measure both classification and ordinal performance respectively. In the interest of space, we present the details of datasets and metrics in Appendix A and B.

We observe that in general CE performs best in terms of nominal metrics (like weighted-F1) and OLL performs best in terms of ordinal metrics on an average. However, there seems to be a trade-off between nominal and ordinal performance i.e. the improvement in ordinal metrics comes at the expense of nominal metrics. However, given that all these metrics are also from the PSR family, and in some sense are not independent of each other as a perfect classifier would improve both these metrics simultaneously. This intuition prompted us to experiment with a weighted combination of CE and OLL, which we have named Multitask Log Loss (MLL), hypothesizing that it would inherit the best attributes of both methods.

**Multi-task log loss function (MLL):** MLL is given by

\[ \text{MLL} = \lambda \times CE + (1 - \lambda) \times OLL \] (5)

Here, \( \lambda \in [0, 1] \) is a hyperparameter. MLL satisfies both convexity and PSR conditions. Further, while OLL and MLL are not theoretically guaranteed to be UM, but empirically have been found to be satisfying UM condition for 80-90% test datapoints which we show later in Figure 4. A summary of the properties satisfied by different loss-based approaches is given in Table 1, with discussions in Appendix D and E. Note that while it’s theoretically possible to consider weighted combinations involving other loss functions, we only considered CE and OLL here because OLL has already been shown to outperform other losses in terms of ordinal metrics (Castagnos et al., 2022) and we aimed...
to improve its performance in term of nominal metrics as well, by adding with the CE term.

We follow Castagnos et al. (2022) and using TinyBERT as the backbone model, ran CE, OLL, MLL, SOFT, EMD, CORAL, WKL and VS-SL on the three real datasets mentioned in Appendix A and compute the both the nominal and ordinal metrics mentioned in Appendix B. The results are given in Table 2.

In order to facilitate fair comparison across explicit and implicit approaches (discussed in the later sections), we repeat the same experiments with BERT-base-uncased. The results are given in Table 3 (refer Appendix C for the implementation details). Note that the performance of different loss functions is better contrasted when the size of the base model is small, which is usually the case in online settings where we cannot deploy larger models.

### Table 2: Loss functions comparison on three datasets using BERT-tiny architecture

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Loss</th>
<th>LR</th>
<th>F1</th>
<th>MSE</th>
<th>MAE</th>
<th>OB1</th>
</tr>
</thead>
<tbody>
<tr>
<td>CE</td>
<td>2.5E-05</td>
<td>0.317</td>
<td>1.197</td>
<td>0.768</td>
<td>0.348</td>
<td>(0.01)</td>
</tr>
<tr>
<td></td>
<td>1E-04</td>
<td>0.378</td>
<td>1.123</td>
<td>0.742</td>
<td>0.385</td>
<td>(0.02)</td>
</tr>
<tr>
<td></td>
<td>5E-05</td>
<td>0.359</td>
<td>1.055</td>
<td>0.740</td>
<td>0.370</td>
<td>(0.02)</td>
</tr>
<tr>
<td></td>
<td>1E-04</td>
<td>0.364</td>
<td>1.250</td>
<td>0.809</td>
<td>0.467</td>
<td>(0.00)</td>
</tr>
<tr>
<td></td>
<td>5E-05</td>
<td>0.353</td>
<td>1.105</td>
<td>0.740</td>
<td>0.470</td>
<td>(0.00)</td>
</tr>
<tr>
<td></td>
<td>1E-04</td>
<td>0.382</td>
<td>1.152</td>
<td>0.731</td>
<td>0.436</td>
<td>(0.00)</td>
</tr>
<tr>
<td></td>
<td>5E-05</td>
<td>0.354</td>
<td>1.123</td>
<td>0.744</td>
<td>0.437</td>
<td>(0.02)</td>
</tr>
<tr>
<td></td>
<td>1E-04</td>
<td>0.109</td>
<td>2.739</td>
<td>1.281</td>
<td>0.641</td>
<td>(0.00)</td>
</tr>
<tr>
<td></td>
<td>5E-05</td>
<td>0.123</td>
<td>2.099</td>
<td>1.087</td>
<td>0.710</td>
<td>(0.00)</td>
</tr>
<tr>
<td></td>
<td>1E-04</td>
<td>0.543</td>
<td>0.904</td>
<td>0.581</td>
<td>0.903</td>
<td>(0.02)</td>
</tr>
<tr>
<td></td>
<td>5E-05</td>
<td>0.544</td>
<td>0.919</td>
<td>0.568</td>
<td>0.915</td>
<td>(0.00)</td>
</tr>
<tr>
<td></td>
<td>1E-04</td>
<td>0.510</td>
<td>0.788</td>
<td>0.571</td>
<td>0.924</td>
<td>(0.00)</td>
</tr>
<tr>
<td></td>
<td>5E-05</td>
<td>0.515</td>
<td>0.871</td>
<td>0.594</td>
<td>0.907</td>
<td>(0.00)</td>
</tr>
<tr>
<td></td>
<td>1E-04</td>
<td>0.577</td>
<td>0.904</td>
<td>0.586</td>
<td>0.903</td>
<td>(0.00)</td>
</tr>
<tr>
<td></td>
<td>5E-05</td>
<td>0.512</td>
<td>0.871</td>
<td>0.594</td>
<td>0.907</td>
<td>(0.00)</td>
</tr>
<tr>
<td></td>
<td>1E-04</td>
<td>0.349</td>
<td>1.363</td>
<td>0.781</td>
<td>0.900</td>
<td>(0.00)</td>
</tr>
<tr>
<td></td>
<td>5E-05</td>
<td>0.377</td>
<td>1.533</td>
<td>0.853</td>
<td>0.793</td>
<td>(0.05)</td>
</tr>
</tbody>
</table>

### Table 3: Loss functions comparison on three datasets using BERT-base architecture

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Loss</th>
<th>LR</th>
<th>F1</th>
<th>MSE</th>
<th>MAE</th>
<th>OB1</th>
</tr>
</thead>
<tbody>
<tr>
<td>CE</td>
<td>1E-05</td>
<td>0.484</td>
<td>0.381</td>
<td>0.576</td>
<td>0.392</td>
<td>(0.01)</td>
</tr>
<tr>
<td></td>
<td>5E-05</td>
<td>0.492</td>
<td>0.375</td>
<td>0.575</td>
<td>0.391</td>
<td>(0.01)</td>
</tr>
<tr>
<td></td>
<td>0E-05</td>
<td>0.481</td>
<td>0.378</td>
<td>0.576</td>
<td>0.392</td>
<td>(0.01)</td>
</tr>
<tr>
<td></td>
<td>2.5E-05</td>
<td>0.488</td>
<td>0.371</td>
<td>0.584</td>
<td>0.396</td>
<td>(0.00)</td>
</tr>
<tr>
<td></td>
<td>7.5E-05</td>
<td>0.486</td>
<td>0.371</td>
<td>0.581</td>
<td>0.394</td>
<td>(0.00)</td>
</tr>
<tr>
<td></td>
<td>1E-05</td>
<td>0.468</td>
<td>0.371</td>
<td>0.584</td>
<td>0.392</td>
<td>(0.00)</td>
</tr>
<tr>
<td></td>
<td>5E-05</td>
<td>0.466</td>
<td>0.370</td>
<td>0.592</td>
<td>0.396</td>
<td>(0.00)</td>
</tr>
<tr>
<td></td>
<td>1E-05</td>
<td>0.450</td>
<td>0.372</td>
<td>0.577</td>
<td>0.393</td>
<td>(0.00)</td>
</tr>
<tr>
<td></td>
<td>5E-05</td>
<td>0.254</td>
<td>2.463</td>
<td>1.204</td>
<td>0.670</td>
<td>(0.04)</td>
</tr>
<tr>
<td></td>
<td>1E-05</td>
<td>0.586</td>
<td>0.675</td>
<td>0.445</td>
<td>0.938</td>
<td>(0.04)</td>
</tr>
<tr>
<td></td>
<td>5E-05</td>
<td>0.580</td>
<td>0.684</td>
<td>0.476</td>
<td>0.945</td>
<td>(0.04)</td>
</tr>
<tr>
<td></td>
<td>2.5E-05</td>
<td>0.584</td>
<td>0.681</td>
<td>0.489</td>
<td>0.937</td>
<td>(0.00)</td>
</tr>
<tr>
<td></td>
<td>7.5E-05</td>
<td>0.583</td>
<td>0.684</td>
<td>0.490</td>
<td>0.942</td>
<td>(0.00)</td>
</tr>
<tr>
<td></td>
<td>1E-05</td>
<td>0.510</td>
<td>1.231</td>
<td>0.865</td>
<td>0.966</td>
<td>(0.00)</td>
</tr>
<tr>
<td></td>
<td>5E-05</td>
<td>0.328</td>
<td>1.613</td>
<td>1.097</td>
<td>0.786</td>
<td>(0.01)</td>
</tr>
<tr>
<td></td>
<td>1E-05</td>
<td>0.890</td>
<td>0.152</td>
<td>0.123</td>
<td>0.985</td>
<td>(0.02)</td>
</tr>
<tr>
<td></td>
<td>5E-05</td>
<td>0.891</td>
<td>0.149</td>
<td>0.122</td>
<td>0.986</td>
<td>(0.02)</td>
</tr>
<tr>
<td></td>
<td>2.5E-05</td>
<td>0.890</td>
<td>0.143</td>
<td>0.121</td>
<td>0.989</td>
<td>(0.01)</td>
</tr>
<tr>
<td></td>
<td>7.5E-05</td>
<td>0.883</td>
<td>0.160</td>
<td>0.127</td>
<td>0.980</td>
<td>(0.02)</td>
</tr>
<tr>
<td></td>
<td>1E-05</td>
<td>0.900</td>
<td>0.154</td>
<td>0.126</td>
<td>0.985</td>
<td>(0.00)</td>
</tr>
<tr>
<td></td>
<td>5E-05</td>
<td>0.885</td>
<td>0.189</td>
<td>0.128</td>
<td>0.988</td>
<td>(0.00)</td>
</tr>
<tr>
<td></td>
<td>2.5E-05</td>
<td>0.810</td>
<td>0.300</td>
<td>0.226</td>
<td>0.963</td>
<td>(0.01)</td>
</tr>
</tbody>
</table>

3 Implicit approach: Entailment-style Encoder Models

Wang et al. (2021) proposed reformulating vanilla classification into an entailment-style task to enhance the few-shot capabilities of PLMs. Here, the model learns to predict whether the input text and the label entail each other or not (similar to Natural Language Inference (NLI) setting), leveraging the inherent semantic relationship between the label and input text. We adopt a similar approach for our task and explore it through the lens of ordinality, which has not been studied in prior works.

We assume the existence of a classifier, based on Pretrained Language Model (PLM), called $\Phi_{\theta}$. Let $L = \{L_1, L_2, \ldots, L_K\}$ be the collection of textual labels. The training dataset can be divided based on the labels into $D_{\text{tr}}$, which consists of subsets $D_1, D_2, \ldots, D_K$. Each subset contains the available training data $\{x_{t_{ik}}\}_{i=1}^{l_{ik}}$ for label $L_k$. The corresponding test data is represented by $D_{\text{st}}$.

During the training phase in $D_{\text{tr}}$, the following...
entailment-style data augmentation technique is employed: For each data point \( x_i \) with a ground truth label of \( L_j \), \( K \) samples \( \{s^k_{ij}\}_{k=1}^{K} \) are generated and augmented as follows:

\[
s^k_{ij} = \{x_i + \text{verbaliser}(L_k), 1_j(k)\}_{k=1}^{K}
\]

Here, \( 1_j(k) \) is an indicator function that yields 1 if \( k = j \) else 0. The ‘+’ operator denotes concatenation operation (refer §C), and \( \text{verbaliser()} \) is a pre-defined template (specific to the downstream task) describing the label in natural language. For example, in entailment classification task \( \text{verbaliser}(L_j = \text{positive}) \) can be described as: indicates positive sentiment. See Figure 2 for example.

Essentially, for each data point, \((K - 1)\) negative samples and 1 positive sample are created. Finally the problem reduces to the following NLI task - Does \( x_i \) entail \( \text{verbaliser}(L_j) \) or not? Once these \( K \times \sum n_k \) augmented examples are generated, the parameters \( \theta \) are finetuned for a binary classification task, where \( s^k_{ij} \) serves as the input and \( 1_j(k) \) acts as the ground truth. During the inference phase, for a datapoint \( x \) the predicted label \( \hat{L} \) is obtained using:

\[
\hat{L} = \arg \max_{\hat{L}} \{\Phi_\theta(s^k)\} \forall i \in \{1, \ldots, n_k\}
\]

During inference for \( x \), \( s^k \) is computed following Eq. 6 and \( \text{softmax()} \) is applied on the predicted logits before taking \( \arg \max \) so that all the class probabilities sum up to 1. As the model leverages the natural language meanings of the labels during training, we argue it is inherently capable of learning to predict labels that are \textbf{ordinarily consistent}. For instance, the model learns to comprehend that the label very negative sentiment is closer in semantic space to negative sentiment than to positive sentiment. This understanding prevents the model from deviating significantly from the actual ground truth. In contrast, in the case of vanilla CE, these labels are treated solely as numbers, disregarding their inter-semantic relations. We again use BERT-base here as base model for performing experiments. The exact label verbalisers used for all datasets are mentioned in Appendix 8.

4 \textbf{Implicit approach: Generative Models}

Decoder-based text generative models have seen notable advancements in recent years, facilitating the production of coherent and contextually relevant text. The development of models like the GPT series (Radford et al., 2018a,b; Brown et al., 2020) has led to state-of-the-art results in text generation and summarization benchmarks. One of the primary objectives of this paper is to investigate whether these models demonstrate ordinal behavior by accurately capturing the \textbf{inherent order} or ranking of elements in the generated text.

Formally, in the context of OC, for a given a textual input \( x_i \), which comprises the following words \((w_{i1}, w_{i2}, \ldots, w_{in})\) and its corresponding ground truth label \( L_i \), we append the input and label as \((w_{i1}, w_{i2}, \ldots, w_{in}, L_i)\). Next, the parameters \( \theta \) of generative model are finetuned s.t.

\[
\theta^* = \arg \max_{\theta} \sum_{i=1}^{N} \log P(w_{i1}, \ldots, w_{in}, L_i; \theta)
\]

During inference for \text{ith} input \( x_i \), the generative model predicts the word \( w_{n+1} \) from the vocabulary \( \mathcal{V} \) which maximizes the conditional probability:

\[
\hat{L}_i = \arg \max_{w_{n+1} \in \mathcal{V}} \log P(w_{n+1}|w_{i1}, \ldots, w_{in}; \theta^*)
\]

Further, it is possible that the predicted label may not be in the set of ground truth labels i.e. for an \text{ith} input \( x_i \), the label \( \hat{L}_i \notin L \) where \( L \) is the set of \( K \) distinct labels (see Appendix 9). This is the notorious hallucination problem associated with generative models. To mitigate this issue during inference, we compare the conditional log-probabilities of each the \( K \) labels , given the text segment \( x_i \). The class corresponding to the highest probability is proposed as the generated label. That is, given that \( \theta^* \) represents the learned parameters of LM, the label selection during inference will be s.t.

\[
\hat{L}_i = \arg \max_{L_j \in L} \log P(L_j \mid w_{i1}, \ldots, w_{in}; \theta^*)
\]

Here \((w_{i1}, w_{i2}, \ldots, w_{in})\) are the words in input \( x_i \) and \((L_1, L_2, \ldots, L_K)\) are the labels in the set \( L \).

For fair comparison with other explicit and implicit approaches, we use GPT2-small as our base model for experiments to maintain similar number of model parameters (with BERT-base). Similar to the entailment approach (§3), we also experiment with informative and un-informative verbalisers here.

Motivated by recent advancements and the accessibility of open-source Large Language Models (LLMs), and to demonstrate the true potential of the generative approach, we also experiment with Llama-7B (Touvron et al., 2023), a decoder-based LLM with 7 billion parameters. Pre-trained on trillions of tokens using publicly available data, it
achieves state-of-the-art performance, surpassing its larger predecessors like GPT-3 (175B) on the majority of benchmarks.

Note that our approach is different from GPT2ForSequenceClassification\(^1\) where the last embedding of the last token is used for classification, which is similar to encoder-model (like BERT) style classification. Instead we train it for a language modelling task to generate within a fixed set of tokens i.e. the set of labels.

### 5 Results and Discussion

For the explicit loss-base approaches, the experimental results presented in Table 4 and 5 show that our proposed hybrid loss model improves the ordinal performance (as measured via MAE, MSE, OB1), compared to CE, without compromising its performance along the nominal dimension (as measured via weighted-F1). A detailed comparison of the performance of MLL against other ordinal loss functions is given in Table 3 where we further notice that MLL consistently achieves a balanced performance on both ordinal and nominal metrics, compared to other ordinal losses where nominal metrics degrade in general. But, compared to the results of TinyBERT in Table 2, the difference in performances is less pronounced (Castagnos et al., 2022).

The observed phenomenon may be explained by the necessity for the smaller base models to rely more on the explicit enforcement of ordinal losses in enhancing performance in OC tasks.

However, as mentioned in §2, given that both the losses and metrics are also from the PSR family, and hence are not independent of each other, a big base model would improve both the nominal and ordinal metrics simultaneously. Thus, in offline use cases where it is possible to deploy much bigger models, the difference in performance due to various losses is quite minimal. However, in online settings, where it is imperative to deploy lightweight models due to latency reasons, the difference is quite pronounced.

When considering implicit approaches, we observe that the Entailment (ENT) approach performs on par with the MLL loss across all three datasets, without any explicit ordinality enforcing mechanism. It even outperforms CE, MLL, and GPT in almost all data settings for SST-5. This could be attributed to the fact that SST-5 has a significantly lower number of samples (~12k) compared to SNLI and AR (~200k). Thus, the ENT approach performs better in few-shot scenarios. Another interesting observation is that for SNLI and AR, although the performances of ENT and MLL are similar, the standard deviation numbers are consistently lower in the case of ENT, making it a reliable and relatively more stable approach to use in low-data settings. This supports our claimed hypothesis that the model is able to leverage natural language label descriptions to inherently enforce ordinality in its predictions.

To examine the impact of incorporating informative verbalisers, we also fine-tuned using un-informative ones, replacing the label descriptions

\(^1\)https://tinyurl.com/am93sjdw
with unrelated words such as "cat"/"lion"/"zebra". Our observations, depicted in Figure 3, reveal intriguing findings. When the training data volume is low, the effect of label semantics becomes clearly visible. In the SST-5 dataset (with training data volume ~10k), the influence of informative labels is evident across all settings (refer to middle section in Figure 3). Similarly, in the AR and SNLI datasets (with training data volume ~250k), the impact of informative labels is noticeable only in the 25% or 10% data settings (refer to top and bottom sections in Figure 3). In other cases, the distinction is less clear due to the sheer volume of training data; even un-informative labels yield decent performance, possibly leveraging some spurious correlations, thus rendering the semantics not so effective. This finding also aligns with the hypothesis proposed by Wang et al. (2021), indicating that prompt-based models may not leverage label semantics as expected, with the dependency being influenced by the model and dataset size to some extent. On another note, for ENT approach, the inference time is scaled by \( \sim O(K) \) (\( K \): total labels). But with more carefully engineered verbalisers, similar or even better performance could be achieved even with smaller base models (Jin et al., 2022) making it a suitable candidate for ordinal problems.

In our generative (GEN) approach, we initially employed the GPT2-small model for experiments, as it has a comparable number of fine-tunable parameters to the encoder counterpart used in ENT & Explicit loss approaches. Despite its usual underperformance compared to MLL and ENT, which aligns with the general observation that GPT-2 typically fares worse than BERT-base on most classification tasks (Neerudu et al., 2023), we demonstrate its ability to recognize label order by contrastive informative versus un-informative verbalisers, akin to the ENT approach. Similar trends are observed with the Entailment technique, particularly the significant failure of the un-informative verbaliser variant on the SST-5 dataset. Across other datasets, performance in terms of F1-score is comparable to the informative variant, except for 10% case in SNLI and AR (low-data setting). Notably, for ordinal metrics like MAE and MSE, we observe high variance in AR and SST-5 datasets (Figure 3), underscoring the importance of employing informative label verbalizers for stable learning. Two common findings emerge from the informative vs un-informative ablations in both ENT and GEN experiments: (a) The hypothesis posited in (Webson and Pavlick, 2022) holds true for ordinal metrics as well as nominal metrics. (b) Label semantics become significant only in low-data settings.

The purpose of presenting GPT-2 results was to illustrate the true potential of generative approaches, through LLMs, as introduced in §4. We leverage the Llama-Adapter technique (Zhang et al., 2023) which introduces only 1.2M tunable parameters over the base model by prepending a
set of learnable adaption verbalisers to the word tokens at higher transformer layers and show that it still outperforms all explicit & implicit approaches presented above (refer Table 6). While we acknowledge that the enhanced ordinal performance may be attributed to the increased classification performance resulting from larger model size, we refer to Table 6 to demonstrate that even with larger base models, the distinction between informative and uninformative verbalisers persists. This underscores the model’s ability to recognize label order. In Figure 4 we show the % of samples which follow the unimodality (UM) property empirically. Although there is no theoretical guarantee for both our proposed explicit & implicit strategies, we observe ∼95%+ samples satisfy this property which justifies the increased ordinal performance of the above discussed approaches.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Recommended Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLL</td>
<td>high-data regime, high % unimodality</td>
</tr>
<tr>
<td>ENT</td>
<td>low-data regime, inference time ~ O(K)</td>
</tr>
<tr>
<td>LLM</td>
<td>high-data regime, compute-intensive, hallucinates in low-data setting</td>
</tr>
</tbody>
</table>

Table 7: Recommended techniques for various settings

6 Conclusion

This paper presents an unified analysis of explicit and implicit strategies for addressing OC. It is the first study to thoroughly examine and compare these approaches from both theoretical and empirical standpoints. Our analysis (summarized in Table 7) reveals that MLL demonstrates balanced performance across ordinal and nominal metrics, unlike existing explicit losses. However, in few-shot scenarios, ENT is preferred for its ability to achieve optimal performance with fewer examples, leveraging label semantics. Furthermore, we highlight the importance of providing informative verbalisers in low-data settings, resulting in reduced variance and improved outcomes. However, the distinction between strategies becomes less clear with increasing data. In full-data scenarios, fine-tuning Llama-7B-Adapter surpasses previous approaches due to its substantial model size. Interestingly, even with such a large base model, the impact of adding informative verbalisers remains apparent, indicating its recognition of label order. We hope that our work will serve as a benchmark encompassing multitude of approaches, providing a foundation for future efforts to address OC in NLP.

7 Limitations

In this study, we don’t consider the effect of probability calibration techniques on the explicit approaches (Kull et al., 2019), as the techniques employed are largely identical to those used in nominal classification, offering no distinct or novel methodologies specifically for OC tasks. Also for implicit approaches, a more deeper analysis is required on how implicit methods like LLMs & PLMs implicitly capture ordinality. It’s not always analogous to how humans use task instructions as shown in Webson and Pavlick (2022). Furthermore, in this study we limit ourselves to only finetuning-based OC approaches. However, it would also be interesting to explore OC through the lens of in-context learning (ICL) for generative approaches. Also for the generative approach, we make the assumption that the label word will not break further into multiple tokens by re-mapping original labels to simpler words (see Appendix 9). This avoids having to account for multiple token probabilities when taking the argmax. Without this some sort of normalization would be required across the entire generation length to compare different outputs. We leave these discussions for future work. Although we observe that LLMs such as Llama-7B outperform all other models in full-data settings, they pose challenges in terms of compute resources and
inference time. Additionally, fine-tuning Llama-7B is susceptible to hallucinations in low-data settings (Zhao et al., 2021), which is why we do not report LLM results for the few-shot case. Furthermore, the possibility that some of these popular benchmark datasets might have been used for pretraining recent LLMs is an important consideration, not just for this work but for all empirical research involving LLMs. Hence, further research on this issue is warranted.
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A Datasets

A.1 SNLI

The dataset utilised in this study, initially introduced by Bowman et al. (2015) comprises a substantial collection of 570,000 pairs of human-authored English sentences. This dataset has a CC BY-SA 4.0 license. To ensure robustness, 10,000 pairs have been set aside for both testing and validation purposes. Within this corpus, the labels assigned to each sentence pair are evenly distributed among three distinct categories: entailment, neutral, and contradiction. In order to maintain consistent data sizes across all datasets and expedite the training process, a subset of 250,000 pairs was randomly sampled from the entire collection.

A.2 Amazon Reviews

The dataset utilised in this study, originally introduced by Keung et al. (2020), was constructed by extracting customer reviews from a diverse range of product categories found on the Amazon marketplace. While reviews were collected in six different languages, only those composed in English were retained for training purposes. The dataset is structured for classification tasks and includes the corresponding star ratings, represented as integers spanning from 1 to 5. With a total of 210,000 samples, 5,000 samples were allocated separately for testing and validation purposes. Unlike the SNLI dataset, which underwent a sampling process, the entire dataset was utilised for training in this particular study.

A.3 SST5

The Stanford Sentiment Treebank (SST), originally introduced by Socher et al. (2013), serves as a dedicated corpus tailored specifically for sentiment analysis tasks. This dataset comes with a CC0 (public domain) license. What sets this corpus apart is its incorporation of parse trees, which enable comprehensive sentiment analysis at a granular level. The SST corpus consists of a meticulously curated collection of 12,000 sentences extracted from movie reviews, with each sentence undergoing thorough annotation by three human annotators. In the fine-grained variant of SST, known as SST-5, every individual phrase within the sentences is assigned a rating on a five-star scale. These ratings correspond to distinct sentiment categories, including negative, somewhat negative, neutral, somewhat positive, and positive, providing nuanced insights into the sentiment expressed within the sentences.

Furthermore, for the few-shot learning scenario, we selected subsets consisting of 10%, 25%, and 50% of the data in a randomised manner. This random selection process was repeated for multiple seed values, and the average results were reported to mitigate potential variations.

B Metrics

B.1 Nominal Metrics

B.1.1 F-1 Score

The F1 score is a popular metric for evaluating classification models. It combines precision and recall to provide a single value that represents the model’s overall performance. A good F1 score indicates the model’s effectiveness in correctly classifying data points.

\[
F_1 = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]

B.2 Ordinal Metrics

B.2.1 MSE

Mean Squared Error (MSE), quantifies the average squared difference between the predicted values and the corresponding actual values. A lower MSE signifies a superior alignment between the model’s predictions and the ground truth values, thereby indicating heightened accuracy.

\[
\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2
\]

B.2.2 MAE

Mean Absolute Error (MAE), calculates the average absolute difference between the predicted values and the corresponding actual values. MAE offers a straightforward interpretation, representing the average magnitude of errors. A lower MAE value signifies a more accurate alignment between the model’s predictions and the ground truth values, indicating a superior fit.

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|
\]

B.3 Off-by-k Accuracy

Off-by-k accuracy is a metric used to evaluate the performance of a prediction model, particularly in the context of ranking or recommendation systems.
It measures the percentage of predictions that are within $k$ positions of the correct prediction.

$$OB_k = 100 \times \frac{1}{S} \sum_{s=1}^{S} 1\{d(y_s, \hat{y}_s) \leq k\}$$

C Implementation Details

We employed the BERT-base-uncased model as the backbone for our vanilla CE, MLL, and entailment experiments. It consists of a total of 110M parameters including 12 encoder stacks, 12 attention heads, and a hidden state dimension of 768. This model was trained on lower-cased English text. To enable classification, we added a linear layer on top of the backbone model.

For the generative model experiments, we utilized GPT2-small as the backbone model, which comprises 117M parameters, including 12 decoder stacks, 12 attention heads, and a hidden state dimension size of 768. We choose the small variant to ensure fair comparison with its encoder-model counterpart.

For all the explicit loss-based experiments, we followed the standard supervised learning setup with the necessary modifications to loss function. For the Amazon Reviews (AR), and SST-5 datasets, the input to the model was the text/review and the corresponding class label was provided in a one-hot encoded format. For the SNLI dataset, we passed the input as Premise [SEP] Hypothesis.

For the entailment experiments, as mentioned in §3, we included one positive example and (K-1) negative examples. To address data imbalance, for AR, and SST-5, where there are five classes, we augmented an additional positive sample by randomly deleting 5% of the text span in the input text. For SNLI, we created two negative examples corresponding to each positive sample. For all four datasets, we trained for 5 epochs using a learning rate of 5e-5, max sequence length 128, and batch size 32. Through experimentation, we determined the reported settings to yield the best results. Here, the input format to the model was - verbaliser(label) [SEP] text for 1-sentence tasks like AR, and SST-5. For 2-sentence task like SNLI, the input format was - premise [SEP] verbaliser(label) [SEP] hypothesis.

For the generative model experiments, as mentioned in §4, we trained GPT2 on the language modeling task for 7 epochs using learning rate 1e-5, max sequence length 128, and batch size 32. Positioning the label verbaliser at the end of the text segment demonstrated the best results. The input is in the format - text [SEP] verbaliser(label) for 1-sentence tasks and premise [SEP] hypothesis [SEP] verbaliser(label) for 2-sentence task. For verbaliser() details refer to Table 8 and 9.

For un-informative verbalisers, we used "cat"/"lion"/"zebra"/"dog"/"snake" for SST-5, AR and "cat"/"lion"/"zebra" for SNLI.

We also conducted additional experiments using the TinyBERT model as the backbone to compare various loss functions. The TinyBERT model has a smaller number of 14.5M parameters and is more sensitive to hyperparameters. We trained this model using the same setup as the BERT-base-uncased experiments. The only difference was that we explored different variants of the OLL, MLL, and SOFT loss functions by tuning hyperparameters to compare them with other available loss functions such as CE, EMD, CORAL, etc.

For the Llama-Adapter based experiments, we keep the number of adapter layers at 30, the adaptation verbaliser length at 10, max sequence length 512 to accommodate the instructions + verbaliser, batch size 4, weight decay 0.02, base learning rate 9e-3, warmup steps 2 and train it for 5 epochs. The instruction-verbaliser template is kept the same as Alpaca2 format.

All experiments were conducted with 5 different seeds on 8 Nvidia A100 GPUs in parallel. The reported results include the mean and standard deviations. The CE and MLL experiments took $\sim$2 hours for AR, and SNLI, while SST-5 required $\sim$1 hour. In comparison, the entailment experiments took 3-5x longer to train since the dataset size was effectively increased by adding more negative & positive samples. The generative model experiments, took $\sim$1 hour for AR, and SNLI datasets with max sequence length 128, and $\sim$30 mins for SST-5. All the reported training times are based on the full-data setting.

D PSR proofs

For a function to be proper scoring rule, it should attain its minimum value at the ground truth. For some losses, like CE and EMD, which are standard losses in ML/NLP, it is well established that they are satisfy by PSR. For others, we verify this property analytically by checking if loss goes to zero when we pass the ground truth information directly.

\footnote{https://github.com/tloen/alpaca-lora}
Table 8: Verbalisers used for Entailment-style approach. The texts inside {} show all the possible label descriptions available to construct the verbaliser.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Label Verbaliser</th>
</tr>
</thead>
<tbody>
<tr>
<td>SST-5</td>
<td>indicates {very negative / negative / neutral / positive / very positive} sentiment</td>
</tr>
<tr>
<td>AR</td>
<td>given {very negative / negative / neutral / positive / very positive} review</td>
</tr>
<tr>
<td>SNLI</td>
<td>implies {entailment / neutral / contradiction} to</td>
</tr>
</tbody>
</table>

Table 9: Verbalisers used for Generative approach.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Label Verbaliser</th>
</tr>
</thead>
<tbody>
<tr>
<td>SST-5</td>
<td>worse / bad / neutral / good / excellent</td>
</tr>
<tr>
<td>AR</td>
<td>worse / bad / neutral / good / excellent</td>
</tr>
<tr>
<td>SNLI</td>
<td>yes / fair / no</td>
</tr>
</tbody>
</table>

Except for SOFT and VS-SL rest all other losses shown in Table 1 satisfy this PSR property. Below we give the overall idea on how to check for PSR condition.

**Cross-Entropy (CE):** It is well established that CE belongs to PSR family (Gneiting and Raftery, 2007).

**Ordinal Log Loss (OLL):** OLL also belongs to the PSR family since the ground-truth one-hot encoding vector minimizes the loss.

**Multi-task log loss function (MLL):** Since MLL is a weighted sum of CE and OLL, it can be said that the ground-truth one-hot encoding vector minimizes the MLL loss too since it is already established that both CE and OLL follow this property.

**SOFT labels (SOFT):** The SOFT loss is similar to CE, computed with the soft ground labels due to which, the one hot encoded ground truth fails to minimise the loss. Hence SOFT loss doesn’t belong to the PSR family.

**Earth Mover Distance (EMD):** The EMD loss for one particular arbitrary i will be -

\[
\text{EMD} = (\text{CDF}(\bar{l}(y_i)) - \text{CDF}(\bar{p}_i))^2
\]

When the predicted probabilities \(\bar{p}_i\) coincide with the one hot encoded ground truth \(l(y_i)\), loss value will be zero. Hence EMD does belong to the PSR family.

**Weighted Kappa Loss (WKL):** The loss is defined as -

\[
\kappa = 1 - \frac{\sum_{i,j} w_{ij} O_{ij}}{\sum_{i,j} w_{ij} E_{ij}}
\]

where \(O_{ij}\) is the observed agreement between the annotators for class \(i\) and class \(j\), \(E_{ij}\) is the expected agreement by chance, and \(w_{ij}\) represents the weight assigned to each class pair.

To define the Weighted Kappa Loss function, we can formulate it as the negative value of the weighted kappa coefficient:

\[
L_{\text{weighted kapa}} = -\kappa.
\]

If our classifier correctly predicts the ground truth our loss becomes zero, which guarantees that WKL is a PSR.

**E Convexity proofs**

Most of the proofs are one-liners when we employ the standard results of convex optimization. We refer to Boyd and Vandenberghe (2004) for these standard results.

**Ordinal Log Loss (OLL):** OLL is given by

\[
-\sum_{i=1}^{N} \sum_{K: i \neq y_i \mid i \neq k} |i_k - y_i|^\alpha \log(1 - \hat{p}_{ik}).
\]

We will use the double derivative approach to prove the convexity. If we can prove the OLL to be convex for any one arbitrary \(i\), then the whole function would also be convex(summation of convex functions is convex), so for an arbitrary \(i\) OLL is given by :

\[
-\sum_{K: i \neq y_i} |i_k - y_i|^\alpha \log(1 - \hat{p}_{ik}).
\]

The \(|i_k - y_i|^\alpha\) term is a positive constant with respect to \(p_{ik}\), so it won’t affect the sign of double derivative and hence can be ignored for easier computations. We now need to check the convexity of just :

\[
-\sum_{K: i \neq y_i} \log(1 - \hat{p}_{ik}).
\]

To prove the convexity of the given function, we will use the second derivative approach and try to prove that Hessian wrt \(\{p_{ik}\}\) terms is positive semi-
definite (PSD) everywhere on the domain $[0, 1]^{K-1}$. For OLL, the Hessian will contain only diagonal terms and if we prove that each of these diagonal terms are positive, then we can say that Hessian is PSD and hence, OLL is convex. The diagonal term corresponding to $p_{ik}$ is $\frac{1}{(1-p_{ik})^2}$ which is always non-negative.

**MLL:** MLL can be viewed as a sum of two functions on the $K$-dimensional simplex $[0, 1]^{K-1}$ i.e.

$$OLL - \log(1 - \sum_{K:i_k \neq y_i} \hat{p}_{ik}) \tag{15}$$

Previously, we have seen that OLL is convex by proving the Hessian is PSD. Now, we also prove that the Hessian of $-\log(1 - \sum_{K:i_k \neq y_i} \hat{p}_{ik})$ is PSD on $[0, 1]^{K-1}$ and hence, by the property that sum of two convex functions on the same domain is convex, we can say MLL is also convex.

It is easy to verify Hessian of $-\log(1 - \sum_{K:i_k \neq y_i} \hat{p}_{ik})$ is

$$\frac{1}{(1 - \sum_{K:i_k \neq y_i} \hat{p}_{ik})^2} I_{K-1 \times K-1}$$

where $I_{K-1 \times K-1}$ is an identity matrix of dimension $K-1 \times K-1$. For the Hessian to be PSD, all diagonal values must be non-negative and it’s true in this case. Hence the function $-\log(1 - \sum_{K:i_k \neq y_i} \hat{p}_{ik})$ is convex along with the OLL being convex in the same domain, which makes MLL a convex loss function.

**SOFT labels (SOFT):**

The SOFT loss is given by:

$$\sum_{i=1}^{N} \sum_{k'} p_{ik'}^{\text{soft}} \log(\hat{p}_{ik'}) \tag{16}$$

where -

$$p_{ik}^{\text{soft}} = \frac{\exp(-\beta|i_k - y_i|)}{\sum_{k'} \exp(-\beta|i_{k'} - y_i|)} \tag{17}$$

The loss function bears resemblance to the Cross-Entropy (CE) loss, with the distinction that the ground truth one-hot encoded label is replaced by softlabels. The term $p_{ik}^{\text{soft}}$ represents a positive constant concerning the differentiating variable and does not affect the sign of the double derivative. The convexity of the remaining function can be demonstrated in a similar manner as the CE loss. Alternatively, the convex nature of CE implies the convexity of the SOFT loss, and the convexity of CE has been previously established.

**Earth Mover Distance (EMD)** EMD is also known as Wassertein distance and is well known to be a convex loss on the probabilities (Mérigot et al., 2021).