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Abstract—The development of both the theory and the practice of neural network models has been significant in the last decade. Novel solutions including Dropout and Batch Normalization (BN) have been proposed and pervasively adopted to overcome issues like over-fitting and to improve the convergence of the models. Despite of their remarkable success, in this paper we show that Dropout and BN can make the model biased and suboptimum in inference time because of the shift of their behaviour from training to inference. We propose a simple method, called Inference Calibration, to reduce this bias and improve the performance for neural network models. Our experiments show that Inference Calibration algorithm can effectively reduce prediction error and improve model's accuracy, while reducing the calibration error for both regression and classification models.

Index Terms—Deep Learning, Neural Network, Dropout, Batch Normalization

I. INTRODUCTION

Neural networks are increasingly used in various domains such as computer vision, natural language processing, etc. For deep neural networks, Dropout and Batch Normalization are widely used approaches to improve the model’s robustness and generalizability by optimizing the training process. Dropout (Nitish et al. [1]) prevents the training of deep neural networks from co-adapt issue by only updating the weights of the hidden nodes that are randomly picked up in each batch, which reduces overfitting. Batch Normalization (Sergey et al. [2]) improves training stability and accelerates training process of deep neural networks significantly by reducing the internal covariate shift.

Despite the well-known benefits those approaches bring to deep neural networks, Dropout and Batch Normalization add bias to NN models due to the gap they introduce between training and inference mode. When applying Dropout, outputs of the Dropout layer are scaled in inference mode to preserve a consistent distribution with that in training mode. However, the scaling only preserve the expected value but not the variance of the distribution. The gap of variance will be translated to bias in the model’s output by the non-linear activation functions of the subsequence layers. Similarly, the application of Batch Normalization introduces a gap between training and inference as well given that the scaling in training is based on statistics on each batch, but in inference mode, it is based on the statistics of the training set. The bias brought by such gaps is harmful to model accuracy and robustness. Furthermore, it has been noticed that the bias is one cause of modern neural network models suffering from poor calibration despite of their growing predictive power in terms of accuracy (Matthias et al. [3]).

This paper proposes an approach called Inference Calibration to reduce the bias caused by Dropout, Batch Normalization and other layers in neural networks that behavior differently during training and inference. The effect of Inference Calibration is evaluated on both regression and classification problems with various datasets. Aside from evaluating on shallow network trained from scratch, this study also assesses the effect of Inference Calibration on transfer learning (Karl et al. [4]), which is becoming increasingly popular in applications based on large and complex neural network given that it speeds up training process and improves the generalizability by transferring the pattern learned from one domain to another related domain without training from scratch (Lixin et al. [5], Brian et al. [6], Yin et al. [7], Chang et al. [8], Tianyi et al. [9], Tianyi et al. [10]). Our numerical simulations demonstrate that our proposed approach results in lower error and better accuracy for both regression and classification problems.

II. RELATED WORK

The negative impact of the bias on NN model has been noticed while related researches and studies are limited. Ozgur et al. [11] evaluated the negative impact of Dropout on classical regression cases. Chuan et al. [12] analyzed the factors that impact the confidence calibration of NN classification models and found Batch Normalization caused NN models to be more miscalibrated.

There has been fewer number of works about the impact of Dropout on classical regression problems, in comparison with classification problems. In a relatively recent work, Piotrowski et al. [13] developed a shallow neural network for stream temperature modeling, where a combination of Dropout with early stopping was used to improve performance of the model. In another research, Ozgur et al. [11] has performed an in-depth study about the impact of Dropout in classical regression problems. They demonstrated the inefficiency of using Dropout method using multiple regression examples.

While many researches demonstrate the negative impact brought by Dropout and Batch Normalization, only a few provides in-depth root cause analysis and correction approaches. Many of the proposed approaches are post-processing steps focusing on improving the model’s calibration. These approaches include Histogram Binning [14] and Isotonic Regression [15] proposed by Zadrozny et al., and Bayesian Binning into Quantiles proposed by Naeini et al. [16]. The current state
of the art in calibration of neural networks is achieved by the Temperature Scaling algorithm proposed by Chuan et al. \cite{[12]}, where itself is a simple extension to Platt scaling (Platt \cite{[17]}). The key idea of this technique is to introduce a single scalar parameter $T$ into the softmax function, where its value is optimized with respect to the negative likelihood on the validation dataset.

All the above mentioned algorithms are for classification problems. For regression problems, scatterplot smoothing techniques are commonly used to de-bias a model by fitting the points of the predictions and ground truth using a straight line or a polynomial curve.

This study proposes a recalibration approach named Inference Calibration to be applied in training process to reduce the bias brought by Dropout and Batch Normalization due to train-inference gap. Unlike other methods such as Temperature Scaling method (Chuan et al. \cite{[12]}), this approach does not rely on any post-processing on validation data, applies to neural network models for both regression and classification problems universally, and requires no post-processing steps at the inference time. In addition, it does not only improves the calibration of the final model, but also improves other error metrics such as Root Mean Square Error (RMSE) for regression, and accuracy and cross-entropy for classification.

The structure of this manuscript is as follows: In section III, we explain the underlying idea of the Inference Calibration algorithm in detail. Measures of model performance are then described in section IV. Next, we demonstrate performance of the Inference Calibration algorithm by some numerical experiments in section V. Finally, conclusion and summary are provided in section VI.

### III. The Inference Calibration Algorithm

Let $x_i$ be the $i$-th sample and $y_i$ be its label. Let $\hat{y}_i = G_\theta(x_i)$ be the prediction of the neural network model $G_\theta$ with trainable parameters $\theta$. During the training process, we aim to find $\theta$ solving the following problem:

$$
\arg \min_\theta \sum_i l(G_\theta(x_i), y_i)
$$

(Gneiting et al. \cite{[18]} show that if the loss function $l$ represents a proper scoring rule for the problem, e.g., squared error loss for regression problems and cross-entropy for classification problems, solving (1) should theoretically result in a calibrated model $G_\theta$.

It’s common for modern NN models to contain operations, such as Dropout and BN, that demonstrate different behaviours in training and inference. To describe the shift in model’s behaviour, we denote the model in the inference mode as $\hat{G}_\theta$ and the inference output as $\hat{y}_i = \hat{G}_\theta(x_i)$. Because of the behaviour shift, the model at inference time $\hat{G}_\theta$ is not guaranteed to be optimal nor calibrated even if $\theta$ solves (1).

To address this issue, we propose the Inference Calibration (IC) algorithm which get an initial solution $\theta$ by training a model to solve (1) first. Then, it runs a few additional calibration epochs to fine tune $\theta$ by solving (1) again but with $G$ replaced by $\hat{G}$. Since the Dropout layers are disabled in $\hat{G}$, a new mechanism needs to be implemented to prevent overfitting in calibration epochs. In the IC algorithm, this is done by limiting the number of parameters being updated in the calibration epochs.

Without loss of generality, we assume

$$
\hat{h}_i = G_{\theta_h}(x_i),
\hat{y}_i = G_{\theta_o}(\hat{h}_i),
$$

where $G_{\theta_h}$ and $G_{\theta_o}$ are the hidden layers and output layer of the model $G_\theta$ respectively. We split $G_{\theta}$ in a way such that only $G_{\theta_h}$ contains Dropout or batch normalization which alter their behaviour in inference time. Due to the inference behaviour shifts, we denote the the inference time hidden layers as $\hat{h}_i = G_{\theta_h}(x_i)$. Here $\hat{h}_i$ collects the biases from the inference shifting operators in the model. For typical neural network models, the output layer is a linear layer with an output activation function, i.e., $G_{\theta_o}(\hat{h}_i) = f(W_o \hat{h}_i + b_o)$.

We propose two strategies to avoid overfitting when fine tuning $\theta$ for $\hat{G}$. The first strategy is to freeze parameters in $\theta_h$ and update the parameters of the output layer $\theta_o$ only in the calibration epochs. This avoid overfitting as $\theta_o$ is usually a very small subset of $\theta$. We call the variant of IC algorithm adopting this stragety the IC-O algorithm (O for Output layer).

The second strategy is to apply an affine transformation to each entity of $\hat{h}_i$ to correct the biases before it is passed to the original output layer. This gives us the following formula for inference:

$$
\hat{h}_i = \hat{G}_{\theta_h}(x_i),
\hat{y}_i = G_{\theta_o}(D \hat{h}_i + b),
$$

where $D = \text{diag}(d)$, with $d \in \mathbb{R}^{\text{dim}(h)}$, is a diagonal matrix and $b \in \mathbb{R}^{\text{dim}(h)}$ is an offset vector. In this strategy, we initialize $d = I$ and $b = 0$ so that the affine transformation starts as an identity transformation. In the calibration epochs, we freeze both $\theta_h$ and $\theta_o$, and learn $D$ and $b$ to correct the bias in $\hat{h}_i$. We call the variant of the IC algorithm adopting this strategy as the IC-A algorithm (A for Affine transformation).

Algorithm 1 gives the pseudo-code of the two variants of the IC algorithm.

Consider a typical NN model output layer $G_{\theta_o}(\hat{h}_i) = f(W_o \hat{h}_i + b_o)$. The IC-O algorithm updates $W_o$ and $b_o$ in the calibration epochs. The IC-A algorithm introduces new parameters $d$ and $b$ and updates them only. We would like to call out that for such output layer, $d$ and $b$ can merge back to existing parameters $W_o$ and $b_o$ so that the number of parameters in the final model does not increase. To see that, let

$$
W_o' = W_o D, b_o' = W_o b + b_o.
$$

We have $G_{\theta_o}(D \hat{h}_i + b) = f(W_o' \hat{h}_i + b_o')$. In this sense, IC-A also updates $W_o$ and $b_o$ in the calibration epochs but in a more constrained way compared to the IC-O variant. When the dimension of the output is 1, i.e., $\text{dim}(y) = 1$, the constrains become trivial and IC-A and IC-O are equivalent. In section V we show the performance comparison of IC-A and IC-O.
Algorithm 1: NN Training with Inference Calibration

Input: $x_i, y_i$
Output: $\hat{G}_\theta$

1. Train the neural network model with Dropout layers (and/or Batch Normalization etc.), which reduce overfitting but introduce biases to the model:
   $$\theta \leftarrow \arg\min_\theta \sum_i l(G_\theta(x_i), y_i)$$

2. Get $\hat{G}^h_{\theta_o}(x_i)$ by setting the hidden layers $G^h_{\theta_o}(x_i)$ to inference mode.

3. [IC-O]: Run additional calibration epochs to update $\theta_o$ of the output layer $G^o_{\theta_o}$:
   $$\theta_o \leftarrow \arg\min_{\theta_o} \sum_i l\left(G^o_{\theta_o}(\hat{G}^h_{\theta_o}(x_i)), y_i\right).$$

4. [IC-A]: Run additional calibration epochs to learn the linear projection required to correct the bias:
   $$D, b \leftarrow \arg\min_{D, b} \sum_i l\left(G^o_{\theta_o}(D\hat{G}^h_{\theta_o}(x_i) + b), y_i\right).$$

5. Return the calibrated model [IC-O] $\hat{G}_\theta = G^o_{\theta_o}(\hat{G}^h_{\theta_o}(\cdot))$ or [IC-A] $\hat{G}_{\theta, D, b} = G^o_{\theta_o}(D\hat{G}^h_{\theta_o}(\cdot) + b)$.

for different models and provide a guideline of choosing one over the other in different scenarios.

IV. MEASURE OF MODEL PERFORMANCE

The IC algorithm can be used to correct the biases in NN models for both regression problems and classification problems. In this section, we describe the metrics we use to measure the impact of the IC algorithm across different types of models.

Regression problems: For regression problems, we measure the model's performance using two metrics. The first metric is RMSE:

$$\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2}$$ (7)

where $y_i \in \mathbb{R}$ and $\hat{y}_i \in \mathbb{R}$ are the ground truth and prediction for the $i$th sample respectively. For regression models, the smaller the RMSE, the better.

In addition to RMSE, which measures the performance of the model at the sample level, we also measure the bias of a model at the aggregate level using the average error between the predictions and ground truth:

$$e_{\text{avg}} = \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i).$$ (8)

Unlike RMSE, the calibration error $e_{\text{avg}}$ can be negative (over-biased) or positive (under-biased). The closer is $e_{\text{avg}}$ to 0, the more calibrated the model is.

Classification problems: For classification problems, we measure the model’s performance using three metrics. The first metric is cross-entropy, which is often the loss of classification models as well:

$$\text{cross-entropy} = -\frac{1}{N} \sum_{i=1}^{N} \sum_{c=1}^{M} y_{i,c} \log(\hat{y}_{i,c})$$ (9)

where $y_{i,c} \in \{0, 1\}$ equals to 1, if class $c$ is the correct classification of sample $i$, and 0 otherwise, and $\hat{y}_{i,c} \in (0, 1)$ is the corresponding predicted probability distribution for the $i$th sample.

In addition to cross-entropy, we also consider accuracy as another measure of calibration, when it comes to classification problems:

$$\text{accuracy} = \frac{\sum_{m=1}^{M} C_{m,m}}{\sum_{m=1}^{M} \sum_{i=1}^{M} C_{i,m}}$$ (10)

where $C \in \mathbb{R}^{m \times m}$ is the confusion matrix.

Following [12], [19], we also measure the top-label calibration error of the model. To calculate that, one typically divide the predictions into $M$ bins $B_1, \ldots, B_M$ based on the top-label probability first, and then compute the Expected Calibration Error (ECE) over the bins, i.e.,

$$ECE = \sum_{m=1}^{M} \frac{|B_m|}{N} |\text{accuracy}(B_m) - \text{confidence}(B_m)|$$ (11)

V. NUMERICAL EXPERIMENTS

The proposed inference calibration framework is examined across multiple datasets covering both classification and regression problems. These datasets include California housing\[1][2] datasets, which are used to study the impact of the proposed approach on regression problems. On the other hand, poker hand and CIFAR-10 datasets are used as a benchmark to examine performance of the proposed technique across classification problems. An overview of these datasets is shown in Table I.

A. Regression

We focus on regression problems using the following two datasets:

**California housing dataset** California housing dataset pertains to the houses found in a given California district and some summary stats about them based on the 1990 census data. Specifically, it includes median house value, median income, housing median age, total rooms, total bedrooms,

---

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of observations</th>
<th>Problem Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>California housing dataset</td>
<td>18528</td>
<td>Regression</td>
</tr>
<tr>
<td>Shipment arrival prediction</td>
<td>13958</td>
<td>Regression</td>
</tr>
<tr>
<td>Poker hand dataset</td>
<td>850000</td>
<td>Classification</td>
</tr>
<tr>
<td>CIFAR-10 dataset</td>
<td>55000</td>
<td>Classification</td>
</tr>
</tbody>
</table>

---

1[https://www.dcc.fc.up.pt/~ltorgo/Regression/cal_housing.html]

population, households, latitude, and longitude. The key goal in this problem is to predict the median house price, given the other features. There exists overall 18528 rows of observations, where we retained 25% of it for validation and remaining rows were used for training the network.

**Shipment arrival dataset** For this example, we focus on prediction of vessel time of arrival, based on the following features: origin and destination ports, distance between origin and destination, ship’s draught and efficiency, and ship type. The data consists of 13958 observations, with some of the features being numerical (ship’s draught and efficiency, distance between the origin and destination), and some of them being categorical (ship type, origin and destination ports). Similar to previous example, a neural network with 4 hidden layers was used to model vessel time of arrival in this problem. Architecture of the model is shown in the Table I. Similar to previous example, we have used Dropout layers across all hidden layers (except the last one) with probability of 0.5 for the Dropout. Also, 75% of the data was used for training and remaining 25% was used for validation.

The last layer of the two regression models are dense linear layers with identity activation function, i.e., \( \hat{y} = W_o^T h_i + b_o \). For the two regression models, IC-A and IC-O are equivalent and they both solve the following linear regression:

\[
\arg \min_{W_o^T, b_o} \sum_i \| W_o^T h_i + b_o - y_i \|^2_2 \quad (12)
\]

\[
\text{s.t. } W_o^T \in \mathbb{R}^{1 \times \text{dim}(h)}, \quad b_o \in \mathbb{R}. \quad (13)
\]

For reference, we compare the inference calibration with the following simple linear regression:

\[
\arg \min_{\alpha, \beta \in \mathbb{R}} \sum_i \| \alpha \hat{y}_i + \beta - y_i \|^2_2. \quad (14)
\]

Because of the relatively small sizes of the regression datasets, we can solve (14) optimally using the least squares method over the training set.

Fig. 1 and Fig. 2 show the actual and predictions for the California housing dataset and shipment lead time dataset respectively. The left sub-figures show the case while not using inference calibration, vs. the right sub-figures where it shows the impact of using the proposed technique. From the figures, it is clear that the calibration was poor for the original NN models, and predictions made using inference calibration are more aligned with actual values, comparing to the original models.

Table III shows the RMSE and the calibration error \( \epsilon_{avg} \) for the original model, the model calibrated with Inference Calibration as well as the model calibrated with linear regression (14). As shown in the table, both inference calibration and linear regression bias correction methods significantly reduce the calibration error and RMSE. The improvements from the two methods are similar. This is expected as both of them solve linear regressions underneath with slight variance in constraints. Inference calibration tends to be marginally better in RMSE because it touches more parameters. The linear regression bias correction method is marginally better in the calibration error because it touches more parameters. The linear regression bias correction methods significantly reduce the impact of using the proposed technique. From the figures, it is clear that the calibration was poor for the original NN model, and they both solve the following linear regression:

\[
\arg \min_{W_o^T, b_o} \sum_i \| W_o^T h_i + b_o - y_i \|^2_2 \quad (12)
\]

\[
\text{s.t. } W_o^T \in \mathbb{R}^{1 \times \text{dim}(h)}, \quad b_o \in \mathbb{R}. \quad (13)
\]
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\[
\arg \min_{\alpha, \beta \in \mathbb{R}} \sum_i \| \alpha \hat{y}_i + \beta - y_i \|^2_2. \quad (14)
\]

Because of the relatively small sizes of the regression datasets, we can solve (14) optimally using the least squares method over the training set.

Fig. 1 and Fig. 2 show the actual and predictions for the California housing dataset and shipment lead time dataset respectively. The left sub-figures show the case while not using inference calibration, vs. the right sub-figures where it shows the impact of using the proposed technique. From the figures, it is clear that the calibration was poor for the original NN models, and predictions made using inference calibration are more aligned with actual values, comparing to the original models.

Table III shows the RMSE and the calibration error \( \epsilon_{avg} \) for the original model, the model calibrated with Inference Calibration as well as the model calibrated with linear regression (14). As shown in the table, both inference calibration and linear regression bias correction methods significantly reduce the calibration error and RMSE. The improvements from the two methods are similar. This is expected as both of them solve linear regressions underneath with slight variance in constraints. Inference calibration tends to be marginally better in RMSE because it touches more parameters. The linear regression bias correction method is marginally better in the calibration error because the least squares algorithm solves for the optimal solution directly while inference calibration uses stochastic gradient descend to find a solution that converges to the optimal solution.

**B. Classification**

**Poker Hand Dataset** [20] and CIFAR-10 Dataset [21] are chosen for the experiment of classification problem. The effect of Inference Calibration is assessed across two different scenarios i) shallow network trained from scratch, and ii) deep pretrained network trained through transfer learning. For transfer learning, we experimented with both ResNet (Kaiming et al. [22]) and VGG (Karen et al. [23]) which are widely used pre-trained network structures in the domain.

In Poker Hand Dataset, 650,000 observations were used for model training and 200,000 observations were used for performance testing. A 4-layer shallow neural network (shown in Table I) with Dropout and Batch Transformation trained from scratch is adopted in the experiment.

In CIFAR-10 Dataset, 45,000 images were used for model training and 10,000 images were used for performance testing. Networks used for this experiment include a 9-layer shallow neural network trained from scratch, pretrained ResNet-18, and pretrained VGG-16 network with a linear classification header (shown in Table I).

In all experiments, Inference Calibration was implemented after normal training process in which early stopping was adopted to ensure the models were trained sufficiently and converged well before Inference Calibration. Table IV summarizes Cross Entropy Loss, Expected Calibration Error and Classification Accuracy of models on test set with no Inference Calibration, after 100 epochs of Inference Calibration, and Temperature Scaling being applied as a benchmark for comparison. Fig. 3 to Fig. 6 shows changes of performance metrics on test set over 100 epochs of Inference Calibration being implemented.

In all eight experiments being conducted, both IC-A and IC-O show good effect on reduction of Cross Entropy Loss and improvement on Classification Accuracy. For shallow neural networks trained from scratch on Poker Hand Dataset, Cross Entropy Loss reduces by 0.071 and Classification Accuracy increases by roughly 200 bps with IC-A and IC-O; For shallow neural networks trained from scratch on CIFAR-10 Dataset, Cross Entropy Loss reduces by 0.014 with IC-A and 0.018 with IC-O and Classification Accuracy increases by roughly 100 bps with both. The effect on transfer learning using ResNet-18 and VGG-16 is less significant than that on shallow neural network, in which IC-O outperforms IC-A. For ResNet-18 on CIFAR-10 Dataset, Cross Entropy Loss reduces by 0.033 and Classification Accuracy increases by roughly 100 bps with IC-O; For VGG-16 on CIFAR-10 Dataset, Cross Entropy Loss reduces by 0.018 and Classification Accuracy increases by roughly 130 bps with IC-O.

In terms of reduction on Expected Calibration Error, IC-A shows good effect on ECE reduction in all experiments. Especially for shallow neural networks trained from scratch, IC-A outperforms Temperature Scaling that is used as a
TABLE II: Structure of Models Used in Experiments

<table>
<thead>
<tr>
<th>Task</th>
<th>Experiment</th>
<th>Model Type</th>
<th>Model Structure</th>
<th># of Dropout Layer</th>
<th># of BN Layer</th>
<th># of Total Params</th>
<th># of Updated Params in IC-A</th>
<th># of Updated Params in IC-O</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression</td>
<td>Housing</td>
<td>Shallow</td>
<td>4 Hidden + IC Linear</td>
<td>3</td>
<td>0</td>
<td>993</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>Shipment</td>
<td>Shallow</td>
<td>4 Hidden + IC Linear</td>
<td>3</td>
<td>0</td>
<td>14689</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Classification</td>
<td>Pokerhand</td>
<td>Shallow</td>
<td>3 Hidden + IC Linear</td>
<td>1</td>
<td>2</td>
<td>3674</td>
<td>16</td>
<td>160</td>
</tr>
<tr>
<td></td>
<td>CIFAR-10</td>
<td>Shallow</td>
<td>8 Hidden + IC Linear</td>
<td>4</td>
<td>4</td>
<td>63514</td>
<td>16</td>
<td>160</td>
</tr>
<tr>
<td></td>
<td>Pretrained</td>
<td>ResNet</td>
<td>ResNet18 + IC Linear</td>
<td>0</td>
<td>20</td>
<td>11181642</td>
<td>512</td>
<td>5120</td>
</tr>
<tr>
<td></td>
<td>Pretrained</td>
<td>VGG</td>
<td>VGG16 + IC Linear</td>
<td>2</td>
<td>8</td>
<td>128812810</td>
<td>4096</td>
<td>40960</td>
</tr>
</tbody>
</table>

Fig. 1: California housing dataset: Prediction vs. actual values across validation dataset, left: without using inference calibration, right: with using inference calibration

Fig. 2: Shipment lead time prediction: Prediction vs. actual values across validation dataset, left: without using inference calibration, right: with using inference calibration
TABLE III: RMSE and Calibration Error with and without Using Inference Calibration

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Scenario</th>
<th>RMSE</th>
<th>$e_{avg}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>California housing</td>
<td>without Inference Calibration</td>
<td>68.103K</td>
<td>34.348K</td>
</tr>
<tr>
<td></td>
<td>with Inference Calibration</td>
<td>56.966K</td>
<td>0.086K</td>
</tr>
<tr>
<td></td>
<td>with Linear Regression bias correction</td>
<td>56.972K</td>
<td>0.029K</td>
</tr>
<tr>
<td>Shipment lead time</td>
<td>without Inference Calibration</td>
<td>2.609</td>
<td>0.968</td>
</tr>
<tr>
<td></td>
<td>with Inference Calibration</td>
<td>2.056</td>
<td>-0.008</td>
</tr>
<tr>
<td></td>
<td>with Linear Regression bias correction</td>
<td>2.070</td>
<td>0.004</td>
</tr>
</tbody>
</table>

Fig. 3: Effect of Inference Calibration on shallow neural network with Poker Hand Dataset

Fig. 4: Effect of Inference Calibration on shallow neural network with CIFAR-10 Dataset
TABLE IV: Summary of Experiment Results on Classification Problem

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Network</th>
<th>Application</th>
<th>Loss</th>
<th>Accuracy</th>
<th>ECE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poker Hand</td>
<td>shallow network</td>
<td>No</td>
<td>0.276</td>
<td>92.69%</td>
<td>0.087</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Inference Calibration - A</td>
<td>0.205</td>
<td>94.36%</td>
<td>0.027</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Inference Calibration - O</td>
<td>0.205</td>
<td>94.37%</td>
<td>0.027</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Temperature Scaling</td>
<td>0.265</td>
<td>92.69%</td>
<td>0.1073</td>
</tr>
<tr>
<td>CIFAR-10</td>
<td>shallow network</td>
<td>No</td>
<td>1.017</td>
<td>63.63%</td>
<td>0.024</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Inference Calibration - A</td>
<td>1.003</td>
<td>64.40%</td>
<td>0.014</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Inference Calibration - O</td>
<td>0.999</td>
<td>64.42%</td>
<td>0.016</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Temperature Scaling</td>
<td>1.029</td>
<td>63.63%</td>
<td>0.061</td>
</tr>
<tr>
<td>ResNet-18</td>
<td>shallow network</td>
<td>No</td>
<td>0.536</td>
<td>82.08%</td>
<td>0.032</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Inference Calibration - A</td>
<td>0.520</td>
<td>82.51%</td>
<td>0.028</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Inference Calibration - O</td>
<td>0.503</td>
<td>83.03%</td>
<td>0.033</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Temperature Scaling</td>
<td>0.531</td>
<td>82.38%</td>
<td>0.021</td>
</tr>
<tr>
<td>VGG-16</td>
<td></td>
<td>No</td>
<td>0.395</td>
<td>86.88%</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Inference Calibration - A</td>
<td>0.385</td>
<td>87.22%</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Inference Calibration - O</td>
<td>0.377</td>
<td>88.12%</td>
<td>0.033</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Temperature Scaling</td>
<td>0.395</td>
<td>86.88%</td>
<td>0.018</td>
</tr>
</tbody>
</table>

Fig. 5: Effect of Inference Calibration on ResNet-18 with CIFAR-10 Dataset

benchmark in this research and is widely used for probability calibration optimization in the industry. For transfer learning cases in the experiments on CIFAR-10 Dataset, IC-A shows comparable effect with Temperature Scaling on the reduction of ECE on VGG-16 while Temperature Scaling outperforms IC-A on ResNet-18. In comparison, while the IC-O has on-par performance to IC-A for the non-transfer learning models, it does not do a good job reducing ECE for transfer learning models. We suspect that the reduction on ECE is highly sensitive to the number of parameters being updated in Inference Calibration. This is aligned with the trend observed in Fig. 5 (f) and Fig. 6 (f) in which ECE is suddenly increased after a very limited number of IC-O iteration.

VI. CONCLUSION

Operations like Dropout and Batch Normalization cause neural network models to behave differently during the training and inference time. While Dropout plays an important role on preventing the model from overfitting and Batch Normalization makes the parameter be updated smoothly thus speeding up the training process, it has been noticed that they have negative impacts on the model accuracy and calibration due to the gap of implementation between training and inference. In this work, we proposed a general algorithm to correct these negative impacts, that is applicable across both regression and classification problems.

Our simulation results for regression problems demonstrate our proposed technique’s ability to significantly mitigate RMSE and average error of original model’s output. Our experiment results also show that the proposed technique is equivalent with linear regression bias correction, when it comes to reducing inherent biases resulted from Dropout.

For classification problems, our approach shows broad impact across different metrics such as loss, accuracy, and ECE. As shown by numerical experiments, using IC-A version of the algorithm results in improvement across all these metrics, for
both shallow networks and pre-trained networks such as ResNet-18 and VGG-16. Compared to IC-A, IC-O gives better loss and accuracy although it is more prone to overfit in terms of ECE, probably due to more parameters being updated in the calibration.

In summary, the experiments show that the Inference Calibration algorithm effectively improves model’s performance for regression models, classification models, and sophisticated pre-trained models on various datasets.
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