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ABSTRACT

With the growing needs of online A/B testing to support the innovation in industry, the opportunity cost of running an experiment becomes non-negligible. Therefore, there is an increasing demand for an efficient continuous monitoring service that allows early stopping when appropriate. Classic statistical methods focus on hypothesis testing and are mostly developed for traditional high-stake problems such as clinical trials, while experiments at online service companies typically have very different features and focuses. Motivated by the real needs, in this paper, we introduce a novel framework that we developed in Amazon to maximize customer experience and control opportunity cost. We formulate the problem as a Bayesian optimal sequential decision making problem that has a unified utility function. We discuss extensively practical design choices and considerations. We further introduce how to solve the optimal decision rule via Reinforcement Learning and scale the solution. We show the effectiveness of this novel approach compared with existing methods via a large-scale meta-analysis on experiments in Amazon.
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1 INTRODUCTION

Online A/B testing has become a common practice in online service companies (e.g., Amazon, Google, Netflix, etc.) to evaluate the customer impact of new features (treatments) in comparison to the old ones (control) [16]. Unlike traditional randomized-controlled trials (RCT), in online A/B tests the experimental population is not known a priori and random assignment is often employed. In online experiments, customers interacts with the feature being experimented on (e.g. makes a search query) are randomly assigned to either the treatment or control and are part of the experiment. As a result, the sample size of an online experiment is a function of its duration and the longer an experiment is run the more samples are collected and the higher power we get.

A/B experiments are typically conducted using fixed-horizon hypothesis testing, where the duration of an experiment is predetermined in order to collect enough samples to achieve some desired statistical power (e.g., 80%) [25, 36]. However, running experiments has a non-zero cost. Longer experiments can slow down the innovation cycle and consume (potentially costly) hardware and human resources. The impact of the experiment on the customers is also a real concern. For example, a treatment with negative impact should be terminated early to reduce customer exposure to a negative experience. Similarly, positive treatments should be launched as soon as possible to maximize the customer benefit. In contrast to the fixed-horizon approach, methods like continuous monitoring (also known as early termination) allow us to update guidance on experiment duration while the experiment is still running.

Despite the extensive research on continuous monitoring (see Section 2 for a review), to the best of our knowledge, almost all of them are from the hypothesis testing perspective, which focuses on the decision accuracy. The primary objectives are typically the false positive rate (FDR), type-I error or type-II error. This is probably due to the reason that most of these methods are from high-stake applications such as clinical trials, and the hypothesis testing viewpoint is known as conservative. In contrast, in online e-commerce companies, tens of thousands of experiments are run per year and most of these experiments are not high-risk; meanwhile, the majority of them cannot achieve statistical significance with desired
We propose to formulate the problem as a Bayesian sequential decision-making problem, with a significance level of 0.05. Experiment 2 shows consistently positive z-statistics (i.e., treatment is consistently better than control), experiment 3 shows consistently negative z-statistics, and the z-statistics of experiment 1 are close to zero. It is intuitive to consider terminating these experiments earlier. In conclusion, applying earlier termination can be beneficial in online A/B testing, in terms of efficiency and resource allocation.

Motivated by these real needs, we are concerned with the following question:

**How can we efficiently and appropriately early terminate an experiment, in a way that comprehensively considers and balances different sources of costs and benefits to maximize the customer utility?**

**Contribution.** Motivated by the real needs we observed for online experiments, we propose a continuous monitoring service that can provide early termination recommendations when appropriate. We propose to formulate the problem as a Bayesian sequential decision-making (SDM) problem [6]. We design a concrete yet general framework that appropriately formulates the online A/B testing into SDM. The objective function is the expected cumulative utility from an online A/B experiment, where the decision accuracy, the opportunity costs and the experimentation impacts are all taken into consideration. We discuss a few extensions to accommodate different real needs. We also discuss how to solve the problem via RL and how to scale our solution by leveraging the contextual RL technique. Finally, we present a large-scale meta-analysis on a large number of past experiments at Amazon. The results clearly demonstrate the advantage of RL, as an effective and practical solution for early stopping online experiments. To the best of our knowledge, this paper is the first systematic study of RL-based approach for continuous monitoring. The paper aims to provide a detailed guidance on how to apply these techniques in industrial settings.

**Outline.** We organize the paper as follows. In Section 2, we introduce the related works. Section 3 gives the problem setting and assumptions which are consistent with Amazon’s practice. In Section 4, we provide some preliminaries on SDM. Section 5 provides the details of our approach, which is supported by our meta-analysis results in Section 6. Section 7 concludes this paper.

## 2 RELATED WORK

### Early termination

In the statistics literature, there is a long history on studying how to detect the true treatment effect as quickly as possible or give up sooner if there is little hope. The alpha-spending function approach[10, 15] is proposed to control the overall type-I error across the interim tests. In Bayesian hypothesis testing, the sequential Bayes factor (SBF) procedure is widely used [21, 38], which is similar to the sequential testing proposed in [48]. [11] shows the validity of SBF and proposed a stopping rule based on it, which controls the FDR. Always valid inference [22, 23] is proposed as an user-friendly framework to control the type-I error, by converting any existing sequential testing procedure into a sequence of p-values. A few methods (such as the conditional power or the predictive power approach) that predict the outcome of the experiment so as to early terminate are also designed [26]. However, all of them focus on conventional statistical accuracy metrics, and hence the objectives are different from ours.

**RL for experiment design.** RL has been applied to many real domains including healthcare [34], robotics [3], epidemiology [49] and autonomous driving [37]. In recent years, RL has been also successfully applied to sequential experiment design. [33] proposes a few simulation-based methods for maximizing the expected utility, which however is not computationally feasible with continuous spaces. RL techniques such as approximate DP [19] and policy gradient [41] are later applied to obtain an approximate solution. This problem is recently extended to even more challenging cases, where an explicit model is not available but sampling from the distribution is feasible [13, 20]. [44] compared RL with simulation-based methods and discussed its potential applications in clinic trials. Overall, few attention is focused on the early stopping problem and it is only sometimes used as a toy example. To the best of our knowledge, this paper is the first systematic study of RL-based approach for early stopping. We advance both methodology development and industrial applications on this topic.
3 PROBLEM SETUP

In a typical online A/B test, customers may visit the site multiple times, and when customers visit can’t be controlled. Every visit generates an outcome of interest. However, typically an online site is very complicated and a new feature is incremental. Therefore, it is common practice to only focus on those outcomes after a customer is triggered based on some experiment-specific trigger mechanism definition (e.g., after she sees the related features). This is when we call the customer has entered the experiment [36]. Besides, unlike traditional testing settings where there are a small number of i.i.d. units, online experiments may have millions of units and are non-stationary. It is not practice to make a decision with every new data point. Therefore, we follow this tradition to aggregate users’ responses on a weekly basis. Other choices of the time unit are also possible, depending on the applications.

Notations. Let \( T \) be the horizon length, which represents the maximum allowed duration (number of weeks) for an experiment. Denote \( N_{k,g} \) as the number of customers who are triggered at week \( k \) in group \( g \) \( \in \{ T_r, C \} \). In this paper, \( T_r \) denotes the treatment group and \( C \) denotes the control group. Denote the number of customers and the set of those customers who are triggered between week \( t \) and \( l \) as \( N_{t,l,g} \) and \( I_{t,l,g} \), respectively, where \( N_{t,l,g} = \sum_{k=t}^{l} N_{k,g} \). For a customer \( i \), denote \( W_{i,k} \) as the (aggregated) outcome in week \( k \), and \( W_{i,t,l} = \sum_{k=t}^{l} W_{i,k} \) as the cumulative outcome between week \( t \) and \( l \). A customer begins to generate outcome after being triggered.

Assumptions on stationary treatment effects. For ease of exposition of our main idea, we assume the treatment effects are stationary over time. Formally, we assume \( E[W_{i,t}] = \mu_g \forall i \in I_{t,k,g} \) and \( \forall t \in \{1, \ldots, T\} \), where \( \mu_g \) is the population mean of weekly aggregated response for group \( g \in \{ T_r, C \} \). We will discuss how to relax this assumption. We further define the per-customer per-week treatment effect as \( \delta = \mu_{T_r} - \mu_C \).

Earlier Termination. With a fixed-horizon procedure, we always wait until time \( T \) and use all data to make the decision. Since we observe data sequentially over time, we can consider terminating earlier when appropriate. Specifically, we can make a decision at every time point \( t \), such as whether to continue the experiment, launch the new feature or not, based on all available data.

4 PRELIMINARIES

We first introduce a general formulation of the Sequential Decision Making (SDM) problem. We focus on the finite-horizon undiscounted non-stationary setup, which is most relevant to our problem. We start with the (potentially) non-Markovian setup in Section 4.1, which is most general and hence flexible. In Section 4.2, we discuss the Markovian variant, and introduce the belief states for the Bayesian perspective.

4.1 Sequential Decision Making

Let the horizon be \( T \). A (potentially) non-Markov decision process (NMDP) is defined by a series of observation space \( \mathcal{Y}_t \), action space \( \mathcal{A}_t \), transition kernel \( \mathcal{P}_t \), and reward kernel \( \mathcal{R}_t \) for every \( t = 1, \ldots, T \). Let \( \{(Y_t, A_t, R_t)\}_{t=1}^{\infty} \) denote a trajectory generated from the NMDP model, where \( (Y_t, A_t, R_t) \) denotes the observation-action-reward triplet at time \( t \). Denote \( \mathcal{H}_t = (Y_1, A_1, R_1, \ldots, Y_{t-1}, A_{t-1}, R_{t-1}, Y_t) \) as the historical information available until time \( t \). We denote all unknown parameters of the system by \( \theta \). In the Bayesian setting, we assume a prior over \( \theta \) as \( p(\theta) \). To simplify the presentation, we assume the probability spaces are continuous. The transition kernel \( \mathcal{P}_t(Y_{t+1}|H_{t-1}, A_{t-1}; \theta) \) gives the probability density of observing \( Y_t \) by taking action \( A_{t-1} \) given the history \( H_{t-1} \), and similarly \( \mathcal{R}_t \) generates the reward. A (deterministic) history-dependent policy (a.k.a. decision rule) \( \pi = (\pi_1, \ldots, \pi_T) \) is a series of functions, where \( \pi_t \) maps the history to an available action \( A_t = \pi_t(H_t) \in \mathcal{A}_t \).

A trajectory following policy \( \pi \) is generated as follows. The agent starts from an observation \( Y_1 \). At each time point \( t \geq 1 \), the agent selects an action \( A_t = \pi_t(H_t) \), then receives a random reward \( R_t \sim \mathcal{R}_t(\cdot | H_t, A_t; \theta) \), and finally observes the next observation \( Y_{t+1} \sim \mathcal{P}_t(\cdot | H_t, A_t; \theta) \). For a policy \( \pi \), its history value function (V-function) and history-action value function (Q-function) [43] are defined as

\[
V_{\pi}^*(h) = \mathbb{E}^\pi \left( \sum_{t=t'}^T R_t | H_t = h \right), \quad Q_{\pi}^*(a, h) = \mathbb{E}^\pi \left( \sum_{t=t'}^T R_t | A_t = a, H_t = h \right),
\]

where the expectation \( \mathbb{E}^\pi \) is defined by assuming the system follows the policy \( \pi \). More specifically, the expectation is taken over trajectories with \( A_t = \pi_t(H_t), \forall t \), and the other dynamics following the underlying MDP model.

The objective is to find an optimal policies \( \pi^* = (\pi_1^*, \ldots, \pi_T^*) \) following which we can maximize the expected cumulative reward (i.e., the utility). It can be defined as \( \pi^* \in \arg \max_{\pi} V_{\pi}^*(h), \forall h, \forall h \). The optimal Q-function is defined as:

\[
Q_{\pi}^*(a, h) = \mathbb{E}^{\pi} \left( R_T | A_T = a, H_T = h \right) + \max_{a' \in \mathcal{A}_{h+1}} Q_{\pi}^*(a', H_{t+1}) | A_T = a, H_T = h, \forall t < T
\]

we have \( \pi_t^*(h) = \arg \max_{a \in \mathcal{A}_h} Q_{\pi}^*(a, h) \), for any \( h \) and \( t \).

4.2 Markov Decision Process

When additional structures are satisfied, we can consider a more efficient decision process model, the Markov Decision Process (MDP). The (Bayesian) MDP is particularly relevant when discussing the model that we are working with (see Section 6.1).

Specifically, suppose we can construct some observable so-called state variable \( S_t \) at every time point \( t \). The key assumption of MDPs is the Markov assumption (with slight overload of notations)

\[
\mathbb{P}(S_{t+1} | \{Y_j, A_j, R_j\}_{1 \leq j \leq t}; \theta) = \mathcal{P}_t(S_{t+1} | A_t, S_t; \theta), \quad \mathbb{P}(R_t | S_t, A_t, \{Y_j, A_j, R_j\}_{1 \leq j \leq t}; \theta) = \mathcal{R}_t(R_t | A_t, S_t; \theta).
\]

The assumption requires that there is no information useful for predicting the future being omitted from the state vector. In other words, roughly speaking, the state vector is a sufficient statistic of the history. Under an MDP, the optimal policy can only depend on the current state \( S_t \) instead of the whole history \( H_t \), so do the \( Q \) and \( V \)-function for this class of policies.

Bayesian MDP and belief states. In the Bayesian setup, the unknown parameter \( \theta \) is a random variable, which becomes a confounding variable and typically invalidates the Markov property. The model becomes a so-called partially observable MDP (POMDP). Fortunately, one can adopt a classic technique to transform such
a Bayesian problem as an MDP, by constructing the so-called belief state. Specifically, we can include the posterior of $\theta$, $P(\theta|H_t)$, as a component of the state $S_t$. Then it is easy to check that the problem becomes an MDP again [47]. When the posterior belongs to a parametric class, it is sufficient to include the parameters of the posterior (i.e., the sufficient statistics that capture all historical and prior information). One can also show that, the transition and reward function can be equivalently written as being based on the marginalized distribution over the posterior $P(\theta|H_t)$.

5 EARLY TERMINATION WITH RL

We present our proposed framework in this section. We first discuss the choice of the overall RL approach in Section 5.1. We then lay down the model formulation in Section 5.2, and next discuss this formulation and its extensions in Section 5.3. We intentionally make the formulation general, so that it can be adapted to different real needs. Finally, we introduce how to solve an optimal policy via RL and how to scale the solution in Section 5.4.

5.1 Policy Optimization with Model-based Bayesian RL

Reinforcement Learning [RL, 43] solves the optimal policy $\pi$ by aggregating information from data (trajectories). There are multiple ways to classify RL methods.

First of all, RL methods can be dichotomized as model-based vs. model-free. The model-based approach requires knowledge of (or assumption on) the transition and reward kernels, while the model-free approach does not. The former approach is typically more efficient, at the cost of needing knowledge (assumptions) on the model structure. In our problem, there are a lot of problem-specific structures we can utilize (e.g., the experiment terminates when we take the corresponding actions; see Section 5.2 for more details). Moreover, we observe that different experiments differ significantly. A model-free approach needs to learn one policy from them all (without model structure) and hence would be sub-optimal. Therefore, it is natural to adopt the model-based approach.

Second, RL approaches can also be divided as online and offline: the former continuously interacts with the real environment, while the latter does not. In our applications, it is not feasible to trial and error with every new experiment. Therefore, we utilize historical information to build a model for the new experiment, use the model as a simulator and solve it via online RL algorithms. The overall framework is offline.

Finally, we adopt a Bayesian approach, which allows us to utilize valuable prior information and also formulate an optimization problem in a natural way. Such a choice is classic and closely related to the vast literature on Bayesian decision theory [14] and Bayesian experiment design [9].

5.2 SDM Problem Formulation

In the following subsections, we define the components of our model. We expositor under the most general non-Markovian scenario. One example about our application of this framework at Amazon will be given in Section 6.1, where we consider a special Markovian case. Figure 3 provides an illustration. We consider a finite-horizon setup, where at every decision point $t = 1, \ldots, T$, we will make a decision. Note that, when the experiment has already been terminated, any action below will not make any difference. Alternatively, one can also consider an indefinite-horizon setup, based on which we observed similar performance. Recall that the $t$-th decision point is the end of the $t$-th time period.

5.2.1 Unknown Parameters. The unknown parameter vector $\theta$ contains at least the mean response of customers in the two groups, i.e., $\mu_T$ and $\mu_C$. $\theta$ can also contain other unknown quantities, such as the sample size distribution and the variance/covariance terms, etc., depending on design choice. In these cases, we only need to include the related data in the observation vector and modify the components to be introduced accordingly.

In practice, there is a rich literature on sample size prediction [2, 7], and with the model proposed in [36] we observed a high accuracy and low uncertainty. Therefore, to avoid unnecessary complexity and for ease of exposition, we assume the sample sizes in every week are known a priori. Similarly, we assume the variances of outcomes are known, which in practice are typically plugged in with the sample variances. The framework can be naturally extended by treating the uncertainty and estimation of these components as part of the transition dynamic. We assume we have a prior distribution $\rho(\theta)$. We use $\mathbb{E}_{\theta}$ to denote $\mathbb{E}_{\theta \sim \rho(\theta)}$, i.e., taking expectation over this prior.

5.2.2 Observations. In week $t$, if the experiment remains continuing, the observation $Y_t$ contains the outcomes of all customers triggered before the end of that week, i.e., $\{W_{i,t}\}_{i \in I_{t-1}}$, and $\{W_{i,t}\}_{i \in I_{t-1}}$ or $\emptyset$. $Y_t$ may also include other observed variables useful for estimating $\theta$. If the experiment has been terminated, we denote $Y_t = \emptyset$. Because
in our case the observations will become part of the history, we discuss the observation generation model in Section 5.2.5, where we focus on the transition kernel.

5.2.3 Actions. From a high level, there are three categories of decisions we can make at every decision point, including (i) when to stop the experiment, (ii) if stopped, whether to launch the new feature, and (iii) what statistical statements to make (e.g., the p-value of a given metric). There may be many variants of the action space. In this paper, we will focus on the following three options that we are working with:

- a = 0: keep running;
- a = 1: stop and launch;
- a = 2: stop and no launch.

It is natural to set the action spaces as \( \mathcal{A}_t = \{0, 1, 2\} \), \( \forall t < T \), and \( \mathcal{A}_T = \{1, 2\} \). Let \( I_t \) be the indicator for the event \( \bigcup_{t' < t} \{A_{t'} \neq 0\} \), i.e., the experiment has been terminated before time \( t \). We note that, when \( I_t = 1 \), any choice of actions does not make difference, as the experiment has terminated.

5.2.4 Objective and Reward. In this section, we give our optimization objective. Specifically, for any trajectory \((\{A_t, Y_t\})_{t \leq T}\) and any value of the unknown parameter \( \theta \), we define an utility function and aim to solve a policy that maximizes the expected utility. The utility should include (at least) the following components:

1. The cost of running the experiment. This may include (with some potential overlap): The personnel and hardware cost to support this specific experiment, the opportunity cost for the experimentation platform, and the opportunity cost for the experimenters.
2. The hurdle cost, which is the total cost needed to launch (e.g., the cost of introducing a new feature).
3. The cumulative customer impact from making the launch recommendation on week \( t \). This term concerns the accuracy of the decision, i.e., we would like to launch those features that have positive customer impacts.
4. The impact on the treatment group from the experiment itself. For example, if the treatment has clear negative impacts on customers, it should be terminated earlier.

We assume all these components share the same unit \( D \), which can be monetary or something else that measures customer impacts.

**Utility of an experiment.** Notice that, since ATE is a relative measure of customer impacts on the treatment group from the experiment itself, it should be measured in the relative scale of \( (\text{ATR}, C) \). Typically, the expected utility will end no later than \( T \), so \( \mathcal{A}_T = \{1\} \) (recall our definition of the action spaces).

**Objective.** Our objective is to solve a policy \( \pi^* \) that maximizes

\[
\mathbb{E}_{\pi^*} u\left(\{A_t, Y_t\}_{t \leq T}, \theta \mid Y_1 = y\right)
\]

for any \( y \). Here, the expectation is taken over the trajectories following \( \pi \). In other words, at every time point, given the prior, the observed data, and some other known components needed for modeling the transition (such as the sample size prediction model), we aim to determine the optimal policy (decision rule) that maximizes the expected utility, in the Bayesian sense.

**Rewards.** To apply RL algorithms, we decompose the objective into the per-round instant reward \( R_t \) in a way that the objective is equal to \( \mathbb{E}_{\pi^*} \sum_{t=1}^{T} R_t \). There exist multiple equivalent ways. We consider a natural way as

\[
R_t = \begin{cases} 
-c + \mathbb{E}_\rho[\delta \mid \mathcal{H}_t] + N_{1:T+1, Tr}, & \text{when } A_t = 0 \text{ and } I_t = 0, \\
\mathbb{E}_\rho[\delta \mid \mathcal{H}_t] + N_{1:T}(H + T - t) - c_h, & \text{when } A_t = 1 \text{ and } I_t = 0, \\
0, & \text{when } A_t = 2 \text{ and } I_t = 0, \\
0, & \text{when } I_t = 1,
\end{cases}
\]

where \( N_{1:T} = \sum_{g \in (Tr, C)} N_{1:T, g} \). When defining the impact from the treatment (in the first two cases), we replaced \( \delta \) in (1) by \( \mathbb{E}_\rho[\delta \mid \mathcal{H}_t] \). This is a common trick which gives an equivalent objective and reduces the randomness to make training easier.

5.2.5 Transition Kernel. The last piece of the formulation is the transition model \( p(Y_{t+1} \mid A_t, \mathcal{H}_t) \), i.e., the distribution of our next-period observations given the history, our current action, and the prior. Based on the Bayes rule, we can first sample \( \theta \) from \( p(\theta \mid A_t, \mathcal{H}_t) \) and then sample from \( p(Y_{t+1} \mid A_t, \mathcal{H}_t, \theta) \). We will focus on discussing \( p(Y_{t+1} \mid A_t, \mathcal{H}_t, \theta) \), because \( p(\theta \mid \mathcal{H}_t) \) is essentially an Bayesian estimation problem and should have been studied extensively in an experimentation platform.
By definition, we have \( p(Y_{t+1} = \emptyset \mid A_t = a, H_t = h, \theta) = 1 \) whenever \( I_t = 1 \) or \( a \in \{1, 2\} \). In other words, the experiment has been terminated and there are no further observations. In all the other cases, this requires us to model the distribution of customer-level outcomes in the next time period, conditioned on all customer-level observations so far and the value of \( \theta \).

If the observations in different weeks are independent, then sampling based on \( p(Y_{t+1} \mid A_t = 0, H_t, \theta) \) would be straightforward: since \( Y_{t+1} \) are independent from \( H_t \) conditioned on \( \theta \) (i.e., \( p(Y_{t+1} \mid A_t = 0, H_t, \theta) = p(Y_{t+1} \mid A_t = 0, \theta) \)), we only need to sample i.i.d. data points from the corresponding environment model with known parameters \( \theta \). Furthermore, by the central limit theorem, we can typically avoid the need of specifying a parametric model for each data point and can focus on the average outcome (see Section 6.1 for more details). In some other applications where the observations could be dependent over different weeks (e.g., the outcomes from the same customer can be correlated), typically we apply a repeated measurement model (see, e.g., [29]).

The choice of the outcome model depends on the application, so we will not stick to a specific one here. As a case study, in Section 6.1, we present the model that we are working with at Amazon.

### 5.3 Discussion and Extensions of the Formulation

In this section, we list a few questions frequently asked in practice, to help elucidate the formulation and its natural extensions. We defer some more complicated extensions to the conclusion section.

**Bandits.** One common question is why do we formulate the problem as an NMDP (a multi-step model) instead of a bandit problem (a single-step model), which is more commonly considered in experimentation. This is because that our actions include "terminating an experiment", which will naturally affects time points after it and hence introduces long-term dependency.

**Guardrails.** Experiments may have certain safety guardrails on some metrics - once these guardrails are violated, the experiment will be terminated automatically. Such a mechanism can be naturally incorporated into our framework by modifying the transition function: once the constraints are violated, we set \( I_t = 0 \) automatically no matter what action the policy takes.

**Statistical inference.** Our formulation focuses on utility maximization, which is different from pure statistical inference and fits our applications better. However, in some cases, experimenters may still want some valid statistical statements along with the recommendation from the experimentation platform. We provide two approaches to add this important feature. First, we can modify the action space so as RL only determines whether or not we should terminate, and we slightly modify the transition and reward functions to automatically make the launch decision based on the always valid p-values (AVP) [24] when terminated. As such, our procedure satisfies the requirements in [24] and hence the launch decision has a valid type-I error control. Such a decision rule has the highest utility among all rules that satisfy the type-I error bound. Alternatively, we can formulate a multi-objective problem, where the objective is the sum of the original utility and an indicator of making the wrong decision (multiplied by a parameter \( \lambda \)). This is essentially a Lagrange transformation. We can tune \( \lambda \) until the error rate falls below a desired threshold, or share a list of policies under different values of \( \lambda \) to provide users with choices.

**Multi-armed experiments.** This extension is straightforward, by duplicating (and slightly modifying) the treatment-related components in the state and action definitions.

**ATE estimators.** The framework introduced in Section 5.2 is general and not restricted to a specific ATE estimator. For example, one can apply covariate adjustment [28] or model the heterogeneity [36] among customers via hierarchical modeling. One only needs to keep the related variables in the observation vector and modify the transition kernel accordingly.

**Role of information gain.** The weekly cost \( c \) clearly reflects the penalty for running long experiments. One natural question is how does the formulation encourage gaining information, which is central to an experiment. This may not be explicit, since our objective, as the expected utility, seems not related to the uncertainty.

The answer is, this component has been naturally but implicitly considered in our objective. To see this clearly, we present an illustrative example below to show how does our objective encourages gaining information. Note that a fixed-horizon Bayesian optimal decision rule is one that waits until a pre-specified time point \( t \) (i.e., \( A_t = \emptyset \), \( \forall t < t \)), and then launch when the posterior mean of the launch impact is higher than the hurdle cost (i.e., \( p_n_1 (H_t) = 2 = [\mathbb{E}_p (\delta | H_t) \times H \times N > c_h] \)).

**Lemma 1.** Assume two policies \( \pi_1 \) and \( \pi_2: \pi_1 \) waits until \( t = t' \) to make a decision \( A_t' \in \{1, 2\} \) following the fixed-horizon Bayesian optimal decision rule; while \( \pi_2 \) waits until \( t = t' + 1 \) to do so. To simplify the notation, we assume \( c_h = 0 \). For any history \( h \) at time \( t' \), the difference between the expected utilities of the two policies is

\[
\mathbb{E}_p \left[ \sum_{t=t'}^{T} R_t \mid H_{t'} = h \right] - \mathbb{E}_p \left[ \sum_{t=t'}^{T} R_t \mid H_{t'} = h \right] = \left\{ \mathbb{E}_p \left[ \mathbb{E}_p \left[ \delta \mid H_{t'} = h \right] \times \mathbb{I} [\pi_{2,t} (H_{t'}) = 1] \mid H_{t'} = h \right] - \mathbb{E}_p \left[ \delta \mid H_{t'} = h \right] \times \mathbb{I} [\pi_{1,t} (h) = 1] \right\} \times N_{t,T} \times (H + T - t')
\]

where the equality follows from the policy definitions. The inequality holds as long as \( \mathbb{E}_p \left[ \mathbb{E}_p \left[ \delta \mid H_{t'} = h \right] \mid S_t' \right] = \mathbb{E}_p \left[ \delta \mid S_t' \right] \), which is true since \( H_{t'} \) contains more information than \( H_{t'} \) does.
5.4 Solving the Optimal Policy

With the formulation above, the next step is to solve (2) to obtain the optimal policy, so that we can use it for optimal termination. In the RL literature, there exists many efficient algorithms that be can be applied. For completeness, in Section 5.4.1, we recap a classic one that we are working with. In Section 5.4.2, we further illustrate how to scale the solution so as to support real applications on major experimentation platforms.

5.4.1 Policy Learning with RL. With an environment model, one can apply various state-of-the-art RL algorithms to solve the problem, such as the value-based algorithms (e.g., DQN [32], Double DQN [46]), policy-based algorithms (e.g., TRPO [39], PPO [40]) which directly learn a policy function, or actor-critic algorithms (e.g., A2C [31], SAC [17], A3C [31]) which reduce the variance of training instability are of concerns.

5.4.2 Contextual RL: Scalability and Deployment Feasibility.

To address the scalability issue, we form the task as a contextual RL problem [5, 18], a direction that is attracting increasing attention. Suppose each NMDP \( M_i = \{ \mathcal{X}_i, \mathcal{A}_i, \mathcal{P}_i, \mathcal{R}_i \} \) is its fixed point, all the policy learning algorithms discussed in Section 5.4.1 can be applied in the same way, except that we are going to sample trajectories by interacting with a set of MDPs in learn a generalizable policy. We can run training for only once to learn the policy, save it, and then apply it to any new experiments. Intuitively, this contextual policy learns how to act given both the history of an experiment and its features (the context). In Section 6.1, we present a concrete example of the context vector.

6 CASE STUDY ON HISTORICAL EXPERIMENTS IN AMAZON

So far, we lay down a concrete but general framework for utility-maximizing early termination. In this section, we present an example of how we apply it to one of Amazon’s largest experimentation platforms. We first introduce a specific transition model in Section 6.1, and then present the meta-analysis results in Section 6.2.

6.1 SDM Model with Independent Outcomes

The SDM formulation and the RL algorithms in Section 6 are general and not restricted to a specific outcome model. In this section, we provide one concrete form when the outcomes are independent across weeks. This model is what we are working with and the numerical results are also based on this model. Moreover, we can design appropriate state vector to make our NMDP model an MDP.

As discussed in Section 5.2.3, we will focus on discussing \( p(\mathcal{Y}_{t+1}, \mathcal{A}_t = a, \mathcal{H}_t, \theta) \). We assume the observations in different weeks are independent. More formally, we assume that, conditioned on \( \theta \) and \{\( \mathcal{A}_t \}_{t=1}^{T}, \{\mathcal{Y}_t \}_{t=1}^{T} \) are mutually independent. For simplicity of notations, we also assume the outcomes follow Gaussian distributions. However, we emphasize that, by the central limit theorem [8], all derivations below still approximately hold with non-Gaussian outcomes, when the number of customers is large (typically the case). We assume a conjugate prior for \( \mu_g \), the mean of group \( g \). Therefore, our full model is

\[
\mu_g \sim N(\mu_{g0}, \sigma_{g0}^2),
\]

\[
W_{i,t} | \mu_g \sim N(\mu_g, \sigma_{g}^2), \text{ for customer } i \text{ in group } g \in \{\text{Tr, C}\}. (4)
\]

Recall that \( W_{i,t} \) are responses observed in week \( t \) for customer \( i \). In practice, the prior parameters \( \mu_{g0} \) and \( \sigma_{g0}^2 \) are typically estimated via empirical Bayes [30] from historical experiments. Based on the derivations in Appendix A.1, following the Bayesian rule, for each
group \( g \in \{ \text{Tr}, C \} \), we have

\[
\bar{W}_{lg} \sim \mathcal{N}\left( \left( \frac{1}{\sigma_{bg}} + \frac{a_g(l)^2}{\sigma_{bg}^2} \right)^{-1} \mu_{bg}, \frac{a_g(l)^2}{\sigma_{bg}^2} \right)
\]

Here, \( \bar{W}_{lg} \) is the average outcomes of \( W_{i,1:g} \) among customers who participated in the experiment up to week \( l \), \( a_g(l) = c_g(l)/N_{1:lg} \), \( b_g(l) = c_g(l)/N_{2:lg} \) and \( c_g(l) = \sum_{t=1}^{l} N_{tg} \times (l - t + 1) \).

**MDP formulation.** With this model, we can design appropriate state vector such that our model is an MDP. Note that, besides the posteriors at time \( l \), the posterior at time \( l + 1 \) only depends on the sample size, the data variance, and the priors. All of these components are regarded as known in our approach. Therefore, the history can be fully represented by the parameters of the posteriors at time \( l \), i.e., \( \left( \bar{W}_{l,Tr}, \bar{W}_{l,Lc} \right) \). Hence, all information in the history can be summarized in the state vector \( S_t = (S^0_t, \bar{R}_t) \), where \( S^0_t = (\bar{W}_{l,Tr}, \bar{W}_{l,Lc})^T \) and recall that \( l_t \) is the terminal indicator (see Section 5.2.3). With the state vector defined, the full definition of the MDP then follows. The vector \( \{ \mu_{Tr}, \mu_{C}, \sigma_{Tr}, \sigma_{C}, \sigma_{Tr,C}, \{ N_{tg} \}, \{ N_{tg} \} \} \) contains all parameters needed to specify the environment and is the context vector that we used in contextual RL (see Section 5.4.2).

### 6.2 Meta-analysis

**Dataset and setup.** We collect all historical experiments that run on Amazon’s largest experimentation platform in the past two years and have a length of at least 4 weeks. Since we do not know the ground truth of the treatment effect (and hence the correct decision and the impacts), we cannot directly run a real data analysis. We design a real data-calibrated simulation study, where we calibrate a distribution of problem instances and study the average performance over them. We also present a simulation study in Appendix B.2 to facilitate reproducibility, since we cannot share the real dataset and its more details due to confidentiality.

For each historical experiment, we keep most variables (sample sizes, sample variances, etc.) the same as in the real trajectory. Regarding the opportunity cost, we first estimate the total saving if we can reduce one day for every experiment (details omitted due to business confidentiality), and then decompose these savings to each experiment based on their sample sizes. We estimate the prior distributions using the empirical Bayes method from historical experiments. We set the maximum duration as \( T = 4 \) weeks for all experiments. We take the first week of observations from the real data, use the corresponding posterior to generate the ground truth of the treatment effect, and then simulate data based on the formulae in Section 6.1.

**Baseline methods.** We compare the proposed RL framework with classic statistical methods for early termination. As reviewed in Section 2, all these methods aim to control either the type-I error rate or FDR. For the alpha-spending approach (Frequentist) [10, 15], we use the O’Brien-Fleming spending function in the R package *ldbounds* [1] to control the type-I error rate under 0.05. For the sequential bayesian testing procedures [11, 21, 38], we consider three variants: (i) we compute the exact Bayes factor for one-sided hypothesis testing (our analysis shows that the one-sided test outperforms the two-sided one on this dataset), which we refer to as BF; (ii) we use the Posterior Odds (POS) [11] in place of the Bayes factors, which also takes prior odds into consideration; (iii) we use the Jeffrey-Zellner-Siow (JZS) Bayes Factor implemented in the Python package *Pingouin* [45]. Following the guidelines [21, 38], we try three threshold values (3, 10 and 30) for the three variants above. Lastly, we compare with the always valid p-values (AVP) approach [22, 24] based on a mSPRT test with type-I error constraint 0.05. For the proposed RL method, we use a two-layer neural network with 128 hidden nodes as the function class, and use the DQN implementation in *Rlplib*[27], an open-source RL package. We also compare with three fixed-horizon procedures, including the frequentist fixed horizon testing with level 0.05 (FFHT), the Bayesian fixed horizon testing (BFHT) which rejects the null when the posterior probability of having a positive effect is larger than 0.66, and the Bayesian fixed-horizon optimal decision rule (BFHO) which recommends launch when the posterior mean of the gain is positive.

**Metrics.** We consider the following metrics for comparisons:

1. The percentage of experiments terminated early and the average number of weeks run for each experiment.
2. False discovery rate (FDR; #false positives / (#false positives+#true positives)), power (proportion of correctly detecting significantly positive/negative effect when the true effect is indeed positive/negative), and type-I error (false positive rate, i.e. the probability of mistakenly detecting significance when the true effect is not).
3. The three components in Equation (1), including the opportunity cost, the impact during the experiment (relative to the control), and the launch impact (relative to the control).
4. The average utility, which includes the three components above and is our main objective.

**Results.** We present results from 50 thousands trajectories in Table 1. As expected, RL outperforms other methods and generates the highest average cumulative reward, i.e., RL maximizes customer experience. It is not surprising that most baseline methods have low type-I error rate or FDR. However, as mentioned in the introduction, most experiments in our applications are flat, therefore focusing on these metrics turns out to be too conservative. These limitations are particularly clear for frequentist methods or Bayesian early termination methods. The Bayesian fixed-horizon methods (BFHT4 and BFHO04), though have a great power and a high average reward, need too much opportunity costs since they cannot terminate experiments earlier. Finally, thanks to the contextual RL technique, the computational cost of making a decision for a new experiment is negligible (less than 0.005 second). In conclusion, through the meta-analysis, we found that the proposed approach achieves a desired balance between various metrics.

**Policy behavior.** Recall that the learned policy is a neural network, mapping from the vector of (experiment’s observations, experiment’s features, time index) to the recommended optimal
### Table 1: Meta-analysis results. The number after each method name indicates the tuning parameter being used. We omitted results with some tuning parameters that have very poor performance. Recall that all utility-related metrics share the same unit $D$, the meaning of which is omitted due to confidentiality.

<table>
<thead>
<tr>
<th>Method</th>
<th>% Early Terminated Experiments</th>
<th>Type I Power</th>
<th>FDR</th>
<th>Average Weeks</th>
<th>Average Opportunity Cost (D)</th>
<th>Average Launch Impact (D)</th>
<th>Average Experiment Impact (D)</th>
<th>Average Cumulative Reward (D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFHT</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.43</td>
<td>0.0%</td>
<td>4.0</td>
<td>2.63</td>
<td>4.31</td>
<td>-0.0</td>
</tr>
<tr>
<td>alpha-spending</td>
<td>27.32%</td>
<td>0.0%</td>
<td>0.42</td>
<td>0.0%</td>
<td>3.64</td>
<td>2.48</td>
<td>4.24</td>
<td>-0.0</td>
</tr>
<tr>
<td>BFHT</td>
<td>0.0%</td>
<td>0.03%</td>
<td>0.86</td>
<td>0.04%</td>
<td>4.0</td>
<td>2.63</td>
<td>6.28</td>
<td>-0.0</td>
</tr>
<tr>
<td>BFHOD</td>
<td>0.0%</td>
<td>5.2%</td>
<td>0.95</td>
<td>5.4%</td>
<td>4.0</td>
<td>2.63</td>
<td>6.35</td>
<td>-0.002</td>
</tr>
<tr>
<td>BF 3</td>
<td>89.91%</td>
<td>0.39%</td>
<td>0.52</td>
<td>0.74%</td>
<td>1.7</td>
<td>0.69</td>
<td>4.4</td>
<td>0.04</td>
</tr>
<tr>
<td>BF 10</td>
<td>61.65%</td>
<td>0.02%</td>
<td>0.47</td>
<td>0.05%</td>
<td>2.69</td>
<td>1.85</td>
<td>4.52</td>
<td>0.05</td>
</tr>
<tr>
<td>POS 3</td>
<td>89.94%</td>
<td>0.39%</td>
<td>0.52</td>
<td>0.74%</td>
<td>1.7</td>
<td>0.68</td>
<td>4.39</td>
<td>0.04</td>
</tr>
<tr>
<td>JZS 3</td>
<td>11.17%</td>
<td>0.0%</td>
<td>0.17</td>
<td>0.0%</td>
<td>3.84</td>
<td>2.61</td>
<td>1.67</td>
<td>-0.0</td>
</tr>
<tr>
<td>AVP</td>
<td>16.15%</td>
<td>0.01%</td>
<td>0.41</td>
<td>0.02%</td>
<td>3.73</td>
<td>2.5</td>
<td>4.09</td>
<td>-0.05</td>
</tr>
<tr>
<td>RL</td>
<td>88.48%</td>
<td>7.01%</td>
<td>0.95</td>
<td>5.24%</td>
<td>2.31</td>
<td>0.53</td>
<td>5.18</td>
<td>-0.01</td>
</tr>
</tbody>
</table>

Action. It is practically useful to provide interpretability of this policy to experimenters. One way to do that is by looking into how the recommended actions change with different inputs. To illustrate, we fix down one historical experiment at time $t = 2$, then vary its opportunity cost and the posterior mean of ATE around the corresponding observed values while keeping the other variables fixed, and see how does the recommended action change.

We present the results in Figure 4, where the findings are overall reasonable. Along the y-axis, when the absolute value of the ATE posterior mean is away from zero, it implies the launch decision is less uncertain, and hence we observe the policy is more inclined towards "stop". Along the x-axis, when the opportunity cost decreases, it implies the cost of keeping running the experiment decreases, hence we observe the policy is more inclined towards "keep running". Similar findings on the relationship with other variables such as the noise level are observed as well.

![Figure 4: Trend of the recommended action with the opportunity cost and the posterior mean of the treatment effect.](image-url)

### 7 CONCLUSION

In this paper, we propose an RL-based approach for continuously monitoring online A/B experiments. Unlike traditional statistical approaches, our method aims to maximize the expected utility that consider a few different factors. We introduce in detail how we formulate this problem at Amazon, and also discuss how to solve the policy by RL algorithms. With a large-scale meta-analysis using past experiments from a large experimentation platform in Amazon, we find that the proposed approach leads to a significant gain in the expected utility.

The task of making sequential decisions for online A/B experiments is challenging, as different experiments can vary a lot in their properties and it is not practical to tailor for tens of thousands of experiments. There are a few meaningful extensions of our framework. First, in some cases, the treatment effect is not homogeneous over time. We can model the uncertainty with a Bayesian time series model, from which we can solve a conservative and robust early termination rule. Second, it is practically meaningful to integrate statistical inference and optimal decision making. We propose a few approaches in Section 5.3, which we will investigate numerically as our next step. Third, we estimate the priors from historical experiments, which can guarantee the optimality on average. It is useful to study the impact of the prior specifications. Last, we use a simple contextual RL algorithm to solve the problem. Recently, there are more advanced algorithms being proposed (e.g., [12] and references therein) and can potentially further improve the policy learning performance.

### REFERENCES


A DERIVATIONS

A.1 Predictive distribution for Normal-Normal model

By definition, the number of new customers enrolled in the experiment during week \( k \) and assigned to group * \( \in \{ T_r, C \} * \) is represented by \( N_{k*} \). The observed activities of customer \( i \) who first enrolled at week \( k \) are represented by \( W_{k*}, \ldots, W_{k,T} \). Sample mean of aggregated responses among customer participating in the experiments up to week \( l \) is defined as:

\[
\bar{W}_{l*} = \frac{\sum_{t=l}^{l} W_{t*} + \sum_{t=l}^{l} W_{t|l} + \sum_{t=l+1}^{l} W_{t|l}}{N_{l*}}
\]

Following equation (4), we had:

\[
\bar{W}_{l*} | \mu_s \sim N(\mu_s, \sigma_s^2 \sigma_s(l))
\]

where \( \mu_s(l) = \frac{c(l)}{N_{l*}} \) is the mean response of the group * \( \in \{ T_r, C \} * \) at week \( l \). Given \( \bar{W}_{l*} \) (one data point each arm at week \( l \)), posterior distributions of \( \mu_s \) are:

\[
\mu_s | \bar{W}_{l*} \propto \exp\left(-\frac{1}{2} \left( \frac{\mu_s - \mu_{0s}}{\sigma_{0s}} \right)^2 \right) \exp\left(-\frac{1}{2} \left( \bar{W}_{l*} - \mu_s * a_s(l) \right)^2 \right)
\]

\[
\sim N\left( \frac{1}{\sigma_{0s}^2} + \frac{a_s(l)^2}{\sigma_s^2 \sigma_s(l)} \left( \bar{W}_{l*} + \frac{a_s(l) \cdot \bar{W}_{l*}}{\sigma_s^2 \sigma_s(l)} \right) \right)
\]

Model-based RL needs the ability to simulate the state transition, or roughly speaking, the capability to simulate \( \bar{W}_{l+1*} | \bar{W}_{l*} \). Note that

\[
f(\bar{W}_{l+1*} | \bar{W}_{l*}) = \int f(\bar{W}_{l+1*} | \mu_s, \bar{W}_{l*}) f(\bar{W}_{l*} | \mu_s, \bar{W}_{l*}) d\mu_s.
\]

Therefore, we only need to first sample \( \mu_s \) from \( \bar{W}_{l*} \) and then sample \( \bar{W}_{l+1*} \) from \( \bar{W}_{l*} | \mu_s, \bar{W}_{l*} \). We have

\[
\bar{W}_{l+1*} | \mu_s, \bar{W}_{l*} \sim N\left( \frac{\bar{W}_{l*} + N_{l+1*}}{N_{l+1*}}, \frac{1}{N_{l+1*} \sigma_s^2} \right).
\]

A.2 Role of information Gain

A.2.1 Proof of the fixed-horizon Bayesian decision rule. Consider a fixed-horizon Bayesian optimal decision scenario where a final decision is made at \( T \), if no opportunity cost for running the experiment (i.e., \( c = 0 \)) and ignore the running experiment impact (third term in Eq 2), then the objective becomes:

\[
\mathbb{E}_p \left[ \sum_{t=1}^{T} R_t | H_1 = h \right] = \mathbb{E}_p \left[ R_T | H_1 = h \right]
\]

where the first equality is due to that only the final decision is allowed, and the second equality is from our reward definitions above. The optimal policy is hence \( \pi_T(\mathcal{H}_T) = 2 - \mathbb{E}_p(\delta | \mathcal{H}_T) \times H \times N > c_h \)

A.2.2 Proof of Lemma 1.

\[
\mathbb{E}_p \left[ \sum_{t=1}^{T} R_t | H_1 = h \right] = \mathbb{E}_p \left[ R_T | H_1 = h \right]
\]

B ADDITIONAL NUMERICAL DETAILS AND RESULTS

B.1 Real data analysis with heuristic ground truths

In this section, we directly run different methods on historical trajectories in and show the results in Table 2. However, since we do not know the ground truth of the treatment effect (and hence the correct decision and the impacts), it is impossible to evaluate various methods. We adopt a heuristic approach that uses the posterior mean after 4 weeks as the ground truth. Accordingly, all decision accuracy-related metrics (type-I error, power, FDR) should be understood as the differences with the fixed-horizon Bayesian decision rule, and all utility-related metrics are measured using the posterior mean. We emphasize that, this is a heuristic approach to provide users a sense of what may happen compared with running the full horizon of experiments, and we do not recommend over-interpreting this set of results.

We apply an affine transformation on the utility-related components and use another unit \( E \), due to confidentiality consideration. This does not affect the conclusions. We do not compare with fixed-horizon Bayesian procedure, as by design they are directly based on the ground truths. From the results, we can see that RL yields significantly higher (empirical) utility, consistent with our design. In particular, as mentioned in the introduction, the signal in our applications is typically weak and existing methods are too conservative.
Table 2: Meta-analysis results on real experiments with heuristic-based ground truths. The number after each method name indicates the tuning parameter being used. We omitted results with some tuning parameters that have very poor performance.

<table>
<thead>
<tr>
<th>Method</th>
<th>% Early Terminated Experiments</th>
<th>(Empirical) Type I</th>
<th>(Empirical) Power</th>
<th>(Empirical) FDR</th>
<th>Average Weeks</th>
<th>(Empirical) Average Opportunity Cost (E)</th>
<th>(Empirical) Average Launch Impact (E)</th>
<th>(Empirical) Average Experiment Impact (E)</th>
<th>(Empirical) Average Cumulative Reward (E)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFHT</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.05</td>
<td>0.0%</td>
<td>4.0</td>
<td>0.31</td>
<td>0.58</td>
<td>-0.02</td>
<td>0.25(0.12)</td>
</tr>
<tr>
<td>alpha-spending</td>
<td>1.94%</td>
<td>0.0%</td>
<td>0.05</td>
<td>0.0%</td>
<td>3.97</td>
<td>0.31</td>
<td>0.58</td>
<td>-0.02</td>
<td>0.25(0.12)</td>
</tr>
<tr>
<td>BF 3</td>
<td>83.68%</td>
<td>0.9%</td>
<td>0.05</td>
<td>15.0%</td>
<td>1.71</td>
<td>0.00</td>
<td>0.15</td>
<td>0.01</td>
<td>0.16(0.03)</td>
</tr>
<tr>
<td>BF 10</td>
<td>57.73%</td>
<td>0.15%</td>
<td>0.01</td>
<td>10.0%</td>
<td>2.51</td>
<td>0.02</td>
<td>0.07</td>
<td>0.02</td>
<td>0.07(0.02)</td>
</tr>
<tr>
<td>BF 30</td>
<td>32.32%</td>
<td>0.08%</td>
<td>0.00</td>
<td>14.29%</td>
<td>3.23</td>
<td>0.06</td>
<td>0.02</td>
<td>0.03</td>
<td>-0.02(0.01)</td>
</tr>
<tr>
<td>POS 3</td>
<td>84.62%</td>
<td>0.83%</td>
<td>0.05</td>
<td>14.86%</td>
<td>1.68</td>
<td>0.00</td>
<td>0.15</td>
<td>0.01</td>
<td>0.16(0.03)</td>
</tr>
<tr>
<td>JZS 3</td>
<td>0.43%</td>
<td>0.0%</td>
<td>0.00</td>
<td>3.99</td>
<td>0.31</td>
<td>0.01</td>
<td>-0.02</td>
<td>-0.02</td>
<td>-0.32(0.02)</td>
</tr>
<tr>
<td>AVP</td>
<td>0.31%</td>
<td>0.15%</td>
<td>0.01</td>
<td>22.22%</td>
<td>3.99</td>
<td>0.31</td>
<td>0.03</td>
<td>-0.02</td>
<td>-0.3(0.03)</td>
</tr>
<tr>
<td>RL</td>
<td>98.96%</td>
<td>27.48%</td>
<td>0.61</td>
<td>32.62%</td>
<td>1.81</td>
<td>0.03</td>
<td>1.38</td>
<td>-0.01</td>
<td>1.34(0.32)</td>
</tr>
</tbody>
</table>

Table 3: Simulation results.

<table>
<thead>
<tr>
<th>Method</th>
<th>% Early Terminated Experiments</th>
<th>Type I</th>
<th>Power</th>
<th>FDR</th>
<th>Average Weeks</th>
<th>Average Opportunity Cost (E)</th>
<th>Average Launch Impact (E)</th>
<th>Average Experiment Impact (E)</th>
<th>Average Cumulative Reward (E)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFHT 4</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>4.0</td>
<td>0.15</td>
<td>0.24</td>
<td>-0.00</td>
<td>0.1(0.01)</td>
</tr>
<tr>
<td>alpha-spending</td>
<td>15.23%</td>
<td>0.01%</td>
<td>0.0%</td>
<td>0.02%</td>
<td>3.82</td>
<td>0.14</td>
<td>0.24</td>
<td>-0.00</td>
<td>0.11(0.01)</td>
</tr>
<tr>
<td>BFHT</td>
<td>0.0%</td>
<td>0.1%</td>
<td>0.01%</td>
<td>0.13%</td>
<td>4.0</td>
<td>0.15</td>
<td>0.39</td>
<td>-0.00</td>
<td>0.24(0.01)</td>
</tr>
<tr>
<td>BF 3</td>
<td>90.83%</td>
<td>0.49%</td>
<td>0.01%</td>
<td>0.38%</td>
<td>1.64</td>
<td>0.03</td>
<td>0.26</td>
<td>-0.00</td>
<td>0.24(0.02)</td>
</tr>
<tr>
<td>BF 10</td>
<td>61.27%</td>
<td>0.24%</td>
<td>0.01%</td>
<td>0.25%</td>
<td>2.6</td>
<td>0.08</td>
<td>0.35</td>
<td>-0.00</td>
<td>0.28(0.02)</td>
</tr>
<tr>
<td>BF 30</td>
<td>38.3%</td>
<td>0.1%</td>
<td>0.01%</td>
<td>0.15%</td>
<td>3.22</td>
<td>0.11</td>
<td>0.34</td>
<td>-0.00</td>
<td>0.24(0.02)</td>
</tr>
<tr>
<td>POS 3</td>
<td>90.4%</td>
<td>0.48%</td>
<td>0.01%</td>
<td>0.37%</td>
<td>1.66</td>
<td>0.03</td>
<td>0.26</td>
<td>-0.00</td>
<td>0.24(0.02)</td>
</tr>
<tr>
<td>JZS 3</td>
<td>7.2%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.01%</td>
<td>3.89</td>
<td>0.14</td>
<td>0.13</td>
<td>-0.00</td>
<td>-0.01(0.01)</td>
</tr>
<tr>
<td>AVP</td>
<td>33.37%</td>
<td>0.14%</td>
<td>0.01%</td>
<td>0.18%</td>
<td>3.24</td>
<td>0.11</td>
<td>0.35</td>
<td>-0.01</td>
<td>0.25(0.02)</td>
</tr>
<tr>
<td>RL</td>
<td>98.90%</td>
<td>25.36%</td>
<td>0.72%</td>
<td>27.37%</td>
<td>2.33</td>
<td>0.06</td>
<td>0.38</td>
<td>-0.00</td>
<td>0.32(0.02)</td>
</tr>
</tbody>
</table>

B.2 Simulated data analysis

We simulate 3000 experiment trajectories and compare the performance of proposed RL model with baseline methods in Table 3. The data generation process is as follows.

- Sample size. We assume the number of customers shown in each week follows the beta-geometric model. ([36] without the censoring in the likelihood function.) The parameters \( \alpha \) and \( \beta \) of the beta distribution were randomly simulated from a uniform distribution, with \( \alpha \sim \text{Uniform}(0.1, 1) \) and \( \beta \sim \text{Uniform}(4, 60) \). Assume the total number of customers is 10K.

- Sample weekly responses for 4 weeks. We followed the normal-normal model in (4), with parameters as \( \mu_0 = 0.1, \sigma_0 = 2, \mu_{0T} = 0.1, \sigma_{0T} = 2.83 \) and \( \sigma_C = \sigma_T = 100 \).

- The total weekly opportunity cost is \( 1.5 \times 10^8 \), decomposed to each experiment according to their sample sizes. Huddle costs are set as 0.