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Abstract

In the rapidly evolving field of Generative AI, this work
takes initial steps towards establishing a systematic ap-
proach for comparing image editing methods. Currently,
there is a lack of quantitative metrics for evaluating im-
age editing tasks, with new methods being evaluated mostly
qualitatively. Our methodology involves three key compo-
nents: 1) The creation of a large synthetic dataset using
GAN-Control, which enables the generation of ground-truth
images for consistent edits across different facial identities;
2) A matching procedure that pairs the edited images with
their corresponding ground-truth; and 3) Application of the
Perceptual Distance metric to matched pairs. We assessed
the effectiveness of our proposed framework through a user
study and a set of simulation experiments. Our results in-
dicate that our approach can rank image-editing methods
in a way that aligns with human judgment. This research
seeks to lay the foundation for a comprehensive evaluation
framework for image editing techniques in subsequent stud-
ies, initiating a dialogue on this topic.

1. Introduction
In the realm of image synthesis and editing, the advances of
generative models, particularly Generative Adversarial Net-
works (GANs) [5], have enabled a new era of capabilities
for creating and altering realistic images. Notably, GAN
Inversion techniques [3, 4, 11, 14, 16] have emerged as a
pivotal area of research, offering the ability to edit real im-
ages by projecting them into a GAN’s latent space. This
enables adjustments to be made to specific attributes of an
image, such as pose, smile, and age, while aiming to pre-
serve the integrity of the original image.

Nowadays, GAN Inversion and editing research faces a
significant challenge: the absence of a quantitative frame-
work to objectively assess and compare the performances
of these editing techniques, as discussed in [18]. In previ-
ous work, and even in recent ones, researchers often resort

Evaluation Methods Consistency Editing Scalability

LPIPS ✓ ✗ ✓

L2 ✓ ✗ ✓

ID Similarity ✓ ✗ ✓

Attribute Classification ✗ ✓ ✓

User Study ✓ ✓ ✗

Ours ✓ ✓ ✓

Table 1. Comparison of various metrics against consistency, edit-
ing, and scalability criteria.
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Figure 1. Inversion vs. Editing Tradeoff. e4e [14] inversion
result is inferior to HFGI’s [16]. However, e4e editing is of higher
quality than HFGI’s.

to selecting favorable examples, conducting user studies, or
using proxy evaluation metrics such as identity preserva-
tion or measuring attribute-specific classification accuracy
between original and edited images. Although user studies
provide valuable insights, they lack scalability, are not fea-
sible for every researcher to conduct and are hard to repro-
duce or extend. Moreover, proxy evaluation metrics may
offer some level of evaluation, with some focusing on the
consistency of the images and others on measuring the edit
degree. However, they often fall short in facilitating direct
comparisons or rankings among multiple editing methods,
as they do not assess both aspects simultaneously.



Table 1 summarizes the pros and cons of different evalu-
ation methods. In addition in Figure 1 one can observe the
difficulty in evaluating different editing methods, and the
inherit tradeoff between inversion and editing.

Recognizing the essential role of an evaluation metric in
advancing a research field, this paper initiates a conversa-
tion on potential solutions and introduces an initial method
to address this issue. We propose a framework designed to
automatically and systematically compare and rank image-
editing methods. To showcase our claims, this work specif-
ically concentrates on facial images and several commonly
used editing tasks to demonstrate and benchmark various
methods against one another.

Our approach consists of three phases. First, we cre-
ate a vast synthetic dataset by altering specific attributes
(e.g., pose, smile, age) using the GAN-Control’s [13] ca-
pabilities, resulting in numerous identities exhibiting iden-
tical changes, including gradual transitions from unedited
to fully edited states. This dataset serves as our reference
ground truth. Next, we apply the evaluated image edit-
ing technique to generate a spectrum of edited images for
a given attribute, adjusting the attribute scale to produce a
set of images with smooth edits for each identity. The sec-
ond phase involves aligning the two datasets (ground truth
and edited) using attribute-specific classification networks,
matching, for example, GAN-Control images with a 15-
degree pose adjustment to the closest corresponding angle
in the edited images. The final phase involves applying a
metric to the aligned images and averaging the results to
obtain a single score for each editing degree.

Our proposed evaluation framework is tested through a
series of experiments that simulate editing scenarios with
progressively degraded quality, encompassing both the fi-
delity of inversion and the precision of edits. This system-
atic degradation approach allows us to validate the sensitiv-
ity and reliability of our metric, showcasing its capacity to
discern subtle differences in editing quality.

We demonstrate our proposed evaluation framework
through experiments on three well-known image editing
techniques: e4e [14], HFGI [16], and HyperStyle [4]. We
then validate the latter comparison by a user study, which
reveals a strong correlation between the rankings generated
by our method and those derived from human judgments.

We would like to emphasis, that this work does not claim
to fully resolve the challenge of comparing image-editing
methods but aims to kick-start a conversation on this crucial
topic. We believe that opening this dialogue is vital for fur-
ther advancements in the field. Furthermore, we introduce
a preliminary solution for evaluating and ranking methods,
along with a thorough discussion of its strengths and limi-
tations. Finally, we plan to release the dataset generated by
GAN-Control to enable reproducibility in future works.

Our contributions are summarized as follows:

• We introduce a framework for assessing image-editing
algorithms with certain limitations.

• We conduct a user study, demonstrating a strong corre-
lation between our proposed metric and human prefer-
ences.

• We initiate a discussion on developing a structured
methodology for evaluating image-editing methods.

• We intend to release a dataset for future study repro-
ducibility.

2. Related Works
2.1. GAN Inversion Techniques

The advances in image synthesis and manipulation have
been largely driven by the capabilities of GANs. GAN
inversion [21], involves finding a latent representation of
a real image within the pretrained GAN’s domain. Style-
GAN [9, 10], in particular, has achieved prominence for its
semantically rich latent space, enabling detailed attribute-
based image edits. There are generally three approaches to
GAN inversion: direct optimization of the latent vector to
minimize reconstruction error for a given image, training
an encoder to map an image to its latent representation over
a large dataset, and a hybrid approach [20] that combines
elements of both direct optimization and encoding.

Direct optimization methods [1, 2] focus on iteratively
refining the latent code for each specific image, often lead-
ing to highly accurate inversions at the cost of computa-
tional efficiency. On the other hand, encoder-based meth-
ods [3, 4, 11, 14, 16] aim to learn a more general mapping
from image space to latent space, offering faster inversions
at the risk of reduced fidelity for individual images.

Encoder-based methods in the context of GAN inver-
sion, represent a strategy where the networks are trained
to map an image directly to the latent space of a pretrained
GAN. A landmark work within encoder-based methods is
e4e [14], which paved the way by focusing on editability,
facilitating subtle modifications while preserving the orig-
inal image’s integrity. However, these advancements also
brought to light the inversion-editing tradeoff, a balancing
act between the accuracy of the inversion and the extent of
possible edits, which remains a pivotal consideration in the
efficacy of image editing processes (refer to Figure 1 for an
example).

Building on the foundation set by e4e, HFGI (High-
Fidelity GAN Inversion) [16] was introduced to address
the inversion-editing tradeoff. HFGI incorporates a fea-
ture distillation approach which involves extracting high-
frequency features from the original image throughout the
inversion process to preserve high-level details during the
inversion process. Meanwhile, HyperStyle [4] introduced a
novel concept by utilizing a hypernetwork to dynamically



adapt the weights of a StyleGAN generator, tailoring them
to the inverted image. These approaches collectively push
the boundaries of what is achievable in terms of both im-
age quality and editability, yet they also highlight the field’s
need for a nuanced understanding of how to balance the
competing objectives of preserving the original image’s au-
thenticity and achieving the desired modifications.

In this paper, we exclusively concentrate on encoder-
based methods for two main reasons. Firstly, there appears
to be a consensus within the research community favoring
encoder-based methods, owing to their superior editing per-
formance. Secondly, the inference speed for both inver-
sion and editing processes is much higher. This notably
enhanced speed makes encoder-based methods more practi-
cal for research and study purposes, offering a considerable
advantage over the several minutes per image required by
optimization-based methods.

2.2. Editing Evaluation Metrics

In the field of GAN inversion-based image editing, numer-
ous studies have aimed to demonstrate the superiority of
their editing methods through various evaluation methods,
often accompanied by compelling visual comparisons. A
common approach among many previous works [4, 11] in-
volves the use of identity (ID) similarity metrics [7]. These
methods involve assessing the cosine-similarity between the
original and edited images to evaluate identity preservation.
However, while these metrics account for identity loss, they
do not address the quality of the edit, the maintenance of
original image details, or the presence of image artifacts.

Another metric employed is classification consistency, as
discussed in [15], which evaluates whether the intended at-
tribute modification was successfully applied. This is done
by using a classifier specifically trained for detecting the
edit and its extend. This form of evaluation focuses solely
on the accuracy of the specific editing action, without con-
sidering unintended changes to the image.

Moreover, metrics such as PSNR, SSIM [17],
LPIPS [19], and FID [6], and Perceptual Distance [8], have
been utilized in [4, 11, 14, 16] to assess the quality of the
inversion. It is important to note that our work also incor-
porates the Perceptual Distance metric. However, as we
will detail in subsequent sections, we apply it in a different
manner, comparing edited images with corresponding
ground-truth images to provide a more comprehensive
evaluation of editing efficacy.

User studies are another common approach for evaluat-
ing GAN-based editing techniques, as seen in works such
as [11, 16, 18]. In these studies, participants are presented
with two or more edited images and are asked to select the
one that represents the best editing quality. However, these
studies typically cover a limited selection of images, at-
tributes, and editing intensities. In contrast, in our work we

chose to use synthetic dataset as a ground-truth benchmark,
enabling the evaluation on potentially unlimited number of
identities, attributes, and editing degrees.

Although user studies yield important feedback on the
subjective quality of edits, their lack of uniform standards
and the high costs involved restrict their practicality as a
widespread benchmark for assessing editing approaches.
Moreover, these studies merely rank the evaluated methods
in a relative manner and fail to deliver comparative metrics
usable for subsequent studies.

3. Method

Our project introduces a novel evaluation framework de-
signed specifically to assess the effectiveness of GAN in-
version methods in editing image attributes such as pose,
smile, and age. The core of our method is in utilizing per-
attribute synthetic datasets, generated using GAN-Control,
as benchmarks for evaluating editing quality. These syn-
thetic datasets, referred to as ground truth (GT) datasets,
serve as a standard against which the edited images are com-
pared to gauge the editing quality. An overall illustration of
our method is presented in Figure 2.

3.1. Ground Truth Datasets Generation

In the absence of real datasets that isolate changes to a sin-
gle attribute, we generate synthetic datasets using GAN-
Control, which allows for explicit control of specific image
attributes. For each individual identity within these datasets,
we create multiple images that systematically vary a specific
attribute such as pose, smile, or age while holding other at-
tributes constant. Additionally, the image background is re-
moved using face segmentation [12] in order to mitigate am-
biguous background changes that are not controllable. This
approach allows us to simulate a diverse set of controlled
conditions for each attribute, providing a consistent base-
line for evaluating the performance of various editing meth-
ods. These GT images are crucial as they furnish a standard
against which the precision of attribute-specific edits can be
measured. Figure 3 displays examples of synthetic images
produced by GAN-Control for each attribute.

3.2. Evaluation Method

Our evaluation framework is a multi-step process designed
for evaluating the fidelity of attribute-specific edits. It be-
gins with the inversion of a base image representing the sub-
ject in a neutral state with respect to the targeted attribute
(see Figure 3). This image is projected into the latent space
using a selected GAN inversion method to establish a start-
ing point for subsequent edits.

Next, the base image is edited to generate a series of im-
ages, each varying in the targeted attribute. This creates a
spectrum of edited images from a single base identity, re-
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Figure 2. Evaluation Framework. GT images are generated using GAN-Control at varying poses (yaw degrees). The base image,
specifically noted as yaw= 0◦, is then inverted and edited using a known GAN inversion method. Finally, we compare the Perceptual
Distance between each GT image and its corresponding edited image, i.e., the image with the same attribute as the GT (calculated via an
attribute classifier).
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Figure 3. Examples of ground truth images synthesized using
GAN-Control, depicting variations of each attribute, including dif-
ferent poses, ages, and expressions. The base image, marked by
a red rectangle, serves as the reference for inversion and base for
editing within each attribute.

sulting in a diverse set of potential outcomes for compari-
son.

The algorithm then utilizes an attribute classification net-
work, which assesses the edited images to identify the one
that closely resembles the attribute state in the GT image.
This correspondence matching procedure is critical as it de-
termines the most accurate representation of the intended
attribute change.

The final step involves computing the Perceptual Dis-
tance between this selected edited image and the GT image.
We note here that the Perceptual Distance is computed be-
tween corresponding images, which have similar edits and
therefore it captures both the edit quality, and image consis-
tency.

3.3. Method Drawbacks

We identify three major drawbacks in our method:
• GAN-Control inaccuracies.

• Attribute ambiguity.

• Image to image comparison using spatial based metrics.
First, our method relies on GAN-Control for generat-
ing multiple images of the same person while a sin-
gle attribute is varied (e.g., same person with yaw=
−45◦,−40◦, ..., 45◦) and all other attributes are static (e.g.,
45 years old, large smile, brown hair). While GAN-Control
exhibits a high level of disentanglement, it is not perfect
and editing one attribute might slightly change others, lead-
ing to imperfections in the dataset. These slight variations
could potentially affect the purity of our ground truth im-
ages, introducing a degree of uncertainty in our evaluations.
However, we recognize that across a large dataset, these
minor inconsistencies tend to average out, thus preserving
the overall integrity and reliability of our evaluations. The
controlled environment provided by GAN-Control, despite
these challenges, enables systematically studying the effects



of specific attribute manipulations.
Second, even if GAN-Control would have perfect con-

trol capabilities, there is an inherent ambiguity when editing
images. For example given an image of a person at age 20,
there could be many possibilities of how this person will
look like at age 40. This means that even if both GAN-
Control and the method under evaluation have perfect edit-
ing capabilities two images produced by both pipelines will
probably not be exactly the same.

Finally, comparing images is known to be a complex
task [19]. Coupled with the aforementioned issue of ambi-
guity in image editing, using a metric that fails to consider
this ambiguity can be problematic. Even though Perceptual
Distance offers a comparison beyond mere pixel-level anal-
ysis, it still involves a spatial assessment of images that may
significantly differ.

Taking all these three drawbacks into account, there are
many reasons for such a framework to fail at its desired
purpose of ranking the quality of image editing algorithms.
However, in the experiment section we show that despite
the drawbacks, the proposed framework is able to correctly
rank methods with known quality differences (Section 4.1)
and is compatible with human preferences (Section 4.3).

4. Experiments and Results
In this section, we detail the results of two sets of experi-
ments. Initially, to ensure our method offers a reasonable
and justified ranking, we artificially conducted a simulated
degradation process. This experiment assures that as the
quality of the inversion and editing technique decreases, its
ranking accurately reflects this decline. Subsequently, we
apply our framework to three GAN inversion and editing
algorithms, ranking them via the framework and verifying
their alignment with human judgment through an extensive
user study.

4.1. Ranking Objectively Simulated Methods

It is challenging to validate the effectiveness of the proposed
method since there is no set of objectively ranked editing
image algorithms. If such a set would exist, we could eval-
uate it using the new method and check if the results are
consistent between the objective ranking and the ranking
achieved using our approach, i.e., validate if the results re-
flect the expected hierarchical order. In this experiment we
simulate such a case by artificially degrading the inversion
and editing capability of an established editing method. By
systematically degrading the method, we effectively create
a set of algorithms ’objectively’ ranked by their degradation
level; the higher the degradation, the lower the method’s
ranking. We introduce degradation of two distinct forms,
which are designed to mimic the effects of varying qualities
in inversion and editing techniques and their consequent im-
pact on images. For our evaluation, we use the HyperStyle

Figure 4. Degradation in Pose Attribute Inversion and Editing.
The top row features Ground Truth (GT) images that exhibit pose
variations, with the image labeled as 0◦in the center serving as the
inversion baseline. The images surrounding it illustrate varying
degrees of editing. At Level 0, the outcomes of both inversion and
editing are presented without degradation. With each subsequent
level moving downwards, there is a noticeable increase in degra-
dation affecting both inversion and editing images. Specifically,
the middle column highlights the progression of inversion degra-
dation, while the columns on either side demonstrate the combined
impact of degradation on both inversion and editing.

method [4] and perform the degradation in the following
manner:

Inversion Degradation: In this phase, we methodically
merge two different ground truth (GT) images within the la-
tent space of GAN-Control, and then perform the inversion
of the blended image back into the latent space of the GAN
inversion technique. One of the GT images is assigned as
the ’base image,’ and we progressively integrate it with the
other within GAN-Control’s latent space to achieve incre-
mental alterations. Essentially, each deteriorated version of
HyperStyle is inverting a composite image derived from the
base image, rather than the original base image itself, to
mimic a progressive decline in the quality of inversion. An
illustrative example of this inversion degradation is depicted
in Figure 4, within the middle column labeled as 0◦. Here,
the GT image positioned at 0◦serves as the base image. The
notation ’Level 0’ corresponds to the initial inversion ab-
sent any degradation, whereas subsequent levels, arranged
vertically from top to bottom, depict escalating degrees of
degradation of the base image.

Editing Degradation: GT images underwent editing by
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Figure 5. Simulated Degradation Plots for the Pose Attribute. Top row, from left to right: Inversion Degradation, Editing Degradation,
and Combined Editing and Inversion Degradations, showcasing the Perceptual Distance variations. Bottom row: detailed visualizations of
the degradation processes for inversion (left), editing (middle), and their combination (right), demonstrating the progressive intensity of
degradations. Degradation levels are indicated on a scale from 0 to 9, with 0 indicating no degradation and 9 denoting the highest level of
degradation.

traversing along specific attribute direction vectors within
the latent space. Rather than rotating the direction vector,
we incrementally increased the steps taken towards other
well-defined latent directions, introducing varying levels of
degradation. This gradual increase in step size allowed us
to simulate a spectrum of editing intensities, from subtle to
more pronounced changes. The extent of degradation was
then quantified by measuring the Perceptual Distance be-
tween these progressively edited images and the baseline
non-degraded edited image (noted as ’Level 0’).

Figure 5 illustrates the results of our methodology in dis-
tinguishing between varying degradation intensities. In the
plots across the top row, it is observable that with an in-
crease in degradation level, there is a corresponding rise
in Perceptual Distance, which is in line with expectations.
Additionally, in accordance with predictions, the Percep-
tual Distance escalates as the editing intensity increases.
These findings underscore the capability of our approach
in identifying and quantifying the quality of inversion and
editing through different degrees of degradation. Looking
at the plot for editing degradation, it’s evident that at 0◦,

all methods exhibit the same Perceptual Distance, indicat-
ing no degradation applied to the inversion. Yet, as editing
intensifies, the differential ranking among the methods be-
comes apparent.

4.2. Ranking GAN Inversion Methods

We apply our evaluation framework to three prominent
GAN inversion methods: e4e [14], HFGI [16], and Hyper-
Style [4]. Figure 6 illustrates edits in pose, age, and smile
from each method and Figure 7 presents the performance re-
sults of our approach on these attributes across 1000 distinct
identities. In this figure, for each attribute, the point of min-
imum Perceptual Distance represents the baseline inversion,
serving as a reference for the unedited state in our method.
The varying degrees along the curves denote the results of
subsequent edits, with the Perceptual Distance providing a
quantitative measure of the editing impact as per our evalu-
ation framework.

Aligned with our expectations based on the reported in
published research, e4e demonstrated superior performance
in image editing despite its comparatively lower inversion



Figure 6. Side-by-Side Comparison of Editing Techniques Across Various Attributes. Arranged from top to bottom: Ground Truth (GT),
followed by e4e, HFGI, and HyperStyle methods, respectively. For each attribute, the central column features the inverted images, while
the images to the sides demonstrate the edit results for each attribute.

30 20 10 0 10 20 30

Yaw Angle
0.055

0.060

0.065

0.070

0.075

0.080

0.085

0.090

M
ea

n 
Pe

rc
ep

tu
al

 D
is

ta
nc

e

Pose

20 30 40 50 60 70

Age

0.06

0.07

0.08

0.09

0.10

M
ea

n 
Pe

rc
ep

tu
al

 D
is

ta
nc

e

Age

0 1 2 3 4 5 6

Smile Extent
0.060

0.062

0.064

0.066

0.068

0.070

M
ea

n 
Pe

rc
ep

tu
al

 D
is

ta
nc

e

Smile

e4e HFGI HyperStyle

Figure 7. Comparative analysis using our framework across GAN Inversion methods. The plots, sequentially showcasing pose, age, and
smile attributes from left to right, present the mean Perceptual Distance as a function of the edited attribute for each method. Each plot
features performance curves for e4e (blue), HFGI (orange), and HyperStyle (green), displaying the trade-offs of each method in editing the
specified attributes. The point of minimum Perceptual Distance in each plot marks the baseline inversion, which is the base point for the
unedited state (with inversions occurring at yaw=0 for pose, age 40, and smile degree 3).

precision. This is particularly apparent in the pose editing
scenario, as illustrated by the left plot in Figure 7. Here,
e4e distinctly shows the greatest resilience in maintaining
editing accuracy at higher editing degrees, evidenced by
the lowest Perceptual Distance relative to its counterparts.
Contrastingly, HFGI and HyperStyle, which offer superior
inversion quality, display a decline in editing precision at
higher degrees of attribute modification. This is showcased

in all attribute plots, where the Perceptual Distance for these
methods increases more rapidly with the degree of editing
compared to e4e. These observations affirm the anticipated
inverse relationship between inversion quality and editing
intensities.



Figure 8. User Study Evaluation for Smiling Attribute: Partici-
pants are provided with a reference image with a neutral expres-
sion (top) and asked to choose the most realistic representation of
the image from three edited images below (labeled a, b, c) without
a smile, each produced by a different GAN Inversion method.

4.3. User Study

To empirically validate the efficacy of our proposed ap-
proach and its applicability in real-world image editing sce-
narios, we conducted a comprehensive user study. This
study encompassed 19 distinct experiments, each involving
1000 unique identities modified to exhibit specific degrees
of the target attributes: pose, age, and smile. Specifically,
we explored 9 different yaw degrees for pose, 5 extents of
smiling for the smile attribute, and 5 distinct age levels, en-
suring a wide spectrum of attribute manipulations.

4.3.1 Study Design

Study participants were shown edited images produced by
three different editing techniques: e4e, HFGI, and Hyper-
Style. For each image, feedback was gathered from five
separate annotators. Their task involved choosing the edit
that appeared most realistic compared to the original base
image, described as ”Select the most realistic image of
[name],” with [name] indicating the face in the specific
ground-truth base image. Figure 8 illustrates a sample ques-
tion from the user study for the smile attribute. The objec-
tive was to evaluate the images based on both their overall
quality and the fidelity of the edits. Overall, the study in-
volved assessing 95,000 samples, calculated as 1000×19×5.
We chose SageMaker Ground-Truth as the platform to con-
duct the study.

4.3.2 Study Results

The core of our analysis was to measure the agreement be-
tween the rankings derived from our evaluation algorithm

and the choices made by participants in the user study. To
guarantee the reliability of the study’s results, we only con-
sidered outcomes with a confidence level greater than 0.7,
as per the SageMaker Ground-Truth computed confidence.
This step was taken to focus on samples with a high level
of consensus and eliminate any ambiguous cases. After this
filtering, the dataset included roughly 300-400 images per
attribute experiment, providing a substantial sample size for
a significant analysis.

The consensus results between our algorithm and user
study, are presented in Table 2. These findings indicate
a notable correspondence between our algorithmic assess-
ments and human evaluations, suggesting the effectiveness
of our proposed framework as a method for evaluating im-
age editing quality. Where all experiments resulted in 80%
agreement or higher.

Attribute Agreement (%)

Pose 85.2
Age 80.0
Smile 86.7

Table 2. The percentage agreement between the user study rank-
ings and the proposed method’s rankings for each attribute.

5. Conclusions
In this work, we initiate a crucial dialogue, in our opin-
ion, on the assessment of image editing methods, an under-
discussed aspect in the current discourse on image editing.
Our approach introduces an initial step toward addressing
this issue through a multi-step framework that employs a
synthetic dataset created via GAN-Control, a matching pro-
cess, and the use of Perceptual Distance as a metric for
comparing pairs of corresponding ground-truth and edited
images. The conducted experiments quantitatively demon-
strated the inherent compromises in GAN-based image edit-
ing, particularly emphasizing the challenge of balancing
high-quality inversion with achieving quality image edits.
Furthermore, we presented outcomes from our proposed
framework for three image-editing methods, with results
aligning with the findings reported in the papers that intro-
duced these methods. The validity of our approach received
additional support from a user study. We highlight the con-
straints of our proposed framework, considering it a prelim-
inary solution to the issue at hand. A thorough discussion of
these limitations can be found in the ”Method Drawbacks”
section. Ultimately, we aspire for this work to encourage
further research in this area and lay the groundwork for
a systematic evaluation framework for image-editing tech-
niques.
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