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Abstract

For e-commerce retailers, high-quality product catalogs are vital
to customer experience. Yet, despite lots of data cleaning efforts,
catalog quality, especially in large catalogs, remains suboptimal.
This paper shows how to use unstructured brand knowledge
base data as a reference and a large language model agent to
automatically enhance an e-commerce retailer’s catalog quality.
Unlike prior methods that usually repair and match product
entries separately, our method does both concurrently. Our
evaluation results show its effectiveness.
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1 Introduction

Maintaining a high-quality product catalog for an e-commerce
retailer is vital to customer experience but challenging. Despite
using rule-based, statistical, machine learning, and large
language model (LLM)-based data cleaning techniques [1, 4, 5],
catalog quality, especially in large catalogs, remains suboptimal.
Often, an already-cleaned large catalog still contains many
duplicate product entries from different vendors and many
entries with incorrect or missing attribute values.

This paper shows how to use unstructured brand knowledge
base (KB) data as a reference and an LLM agent to automatically
enhance an e-commerce retailer’s catalog quality. Prior data
cleaning methods usually repair and match product entries
separately [3]. As an attribute can have infinitely many possible
values, these methods do fuzzy matching to detect duplicate
entries by invoking a machine learning model or an LLM for
each pair of entries [1, 5]. This is slow and less accurate. To
improve speed and accuracy, our method repairs and matches
entries concurrently. In each group of repaired entries, each key
attribute has only a few possible values, enabling fast and
accurate exact entry matching. While enhancing catalog quality
is our test case, the core principle is general and applies to using
reference data to both repair and match entries. This approach
has been explored with structured reference data with an explicit
fixed schema [3], but not with un/semi-structured reference data
with implicitly encoded and varying (a) schemas of attributes
and (b) sets of normalized values for each attribute in each
schema—the focus of this work.

Brand KB data include detailed product records with text and
images. For each relevant product type, a brand has its own (a)
schema of key product attributes and (b) normalized values for
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each attribute, both implicitly encoded in its KB. These attributes

and values may differ from those in the retailer’s catalog, reflect

key features of the brand’s products, and are often used to
categorize them. Each product has a unique set of key attribute
values and a record in the brand’s KB.

Our idea is to first extract key attributes and their normalized
values from the brand’s KB. Then we extract key attribute values
from each product record in the brand’s KB and from each
product entry in the retailer’s catalog. For an attribute like
weight, infinitely many possible values (e.g., 20 oz, 20.05 oz, and
20.1 oz) can appear in product entries, but its extracted values
are limited to a few normalized values (e.g., 20 oz and 30 oz). We
use the extracted attribute values to do 3 things:

1) We fix incorrect and missing attribute values in product
entries. Brands and vendors often use different terms for the
same attribute value, e.g., “neon berry breeze” vs. “purple”
for a shoe color. We prefer brand terms and use them when
possible to rewrite attribute values in vendor-provided
product entries.

2) We match key attribute values to detect duplicate entries.

3) We can easily change the key attributes used as varying
attributes in a variation family, as partitioning products by
key attribute values is fast. A variation family is a group of
similar products differing only in and partitioned by the
values of the varying attributes (e.g., size and color) that
define the variation [2]. In contrast, current methods for
forming variation families build a separate machine learning
model for each set of varying attributes, making changes to
these attributes difficult and costly.

2 Methods

This section outlines our method of using brand KB data as a
gold standard for the brand’s product entries and an LLM agent
to enhance an e-commerce retailer’s catalog quality. We focus on
the case where all products of a brand share the same product
type. The case where a brand has =2 product types can be
handled similarly, by extracting a separate schema of the brand
for each product type and using the agent to classify product
records in the brand’s KB into the appropriate types.

For each brand, we proceed as follows.

Model the brand’s schema: We give a sample of product
records from the brand’s KB to the agent, asking it to model the
brand’s schema listing the name, description, and type of each
key attribute in JSON (JavaScript Object Notation) format.
Attributes can appear in the text or images in the records.

List the brand’s normalized values for each key
attribute: For each product record in the brand’s KB, we give
the record and the brand’s schema to the agent, asking it to
extract the value for each key attribute in the schema. Values can
appear in the text or images in the record. For each attribute, we
collect extracted values across records and compute these values’
frequencies. We then give the (value, frequency) pairs to the
agent, asking it to standardize equivalent values (e.g., Gym and
Gymnasium) and drop irrelevant values (e.g., fish flavor in
dietary supplements). This yields a set of normalized values for
that attribute for the brand.
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Extract key attribute values from product records and
product entries: For each product record in the brand’s KB, we
give the agent the record, the brand’s schema, and the set of
normalized values of the brand for each attribute in the schema,
asking the agent to extract each attribute’s value from the
record. We do the same for each product entry of the brand in
the retailer’s catalog.

Repair data: For each product type, the retailer’s catalog has
a schema listing the name, description, and type of each relevant
attribute. We give the brand’s schema and the paired catalog
schema to the agent, asking it to match each key attribute with
an attribute from the catalog schema. Then, for each product
entry of the brand in the retailer’s catalog, we use the key
attribute values to replace the values of the matching attributes.
This helps fix incorrect and missing attribute values.

Detect duplicate product entries: For each product record
in the brand’s KB, we find the product entries of the brand in the
retailer’s catalog with matching key attribute values. If =2 entries
match, they are considered duplicates.

Form variation family: To form a variation family defined
by some key attributes, we partition the brand’s product entries
in the retailer’s catalog by their key attribute values.

3 Evaluations

We implemented our method in an automated system to
enhance an e-commerce retailer’s catalog quality. We used the
Claude Sonnet 4 LLM and evaluated our method on a subset of
products in an e-commerce retailer’s catalog. Human experts
judged the correctness of key attribute values.

We used two performance metrics for key attribute values.
Completeness is the percentage of attributes with non-missing
values. Accuracy is the percentage of attributes with correct
values. Compared to the raw catalog data, our method raised the
key attribute value completeness by 13.5% and the key attribute
value accuracy by 39.4%.
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