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**Abstract**

The study of robustness has received much attention due to its inevitability in data-driven settings where many systems face uncertainty. One such example of concern is Bayesian Optimization (BO), where uncertainty is multi-faceted, yet there only exists a limited number of works dedicated to this direction. In particular, there is the work of [10], which bridges the existing literature of Distributionally Robust Optimization (DRO) by casting the BO problem from the lens of DRO. While this work is pioneering, it admittedly suffers from various practical shortcomings such as finite contexts assumptions, leaving behind the main question: Can one devise a computationally tractable algorithm for solving this DRO-BO problem?

In this work, we tackle this question to a large degree of generality by considering robustness against data-shift in \( \varphi \)-divergences, which subsumes many popular choices, such as the \( \chi^2 \)-divergence, Total Variation, and the extant Kullback-Leibler (KL) divergence. We show that the DRO-BO problem in this setting is equivalent to a finite-dimensional optimization problem which, even in the continuous context setting, can be easily implemented with provable sublinear regret bounds. We then show experimentally that our method surpasses existing methods, attesting to the theoretical results.

1 **Introduction**

Bayesian Optimization (BO) [13, 9, 27, 25, 19] allows us to model an black-box function that is expensive to evaluate, in the case where noisy observations are available. Many important applications of BO correspond to situations where the objective function depends on an additional context parameter [11, 30], for example in health-care, recommender systems can be used to model information about a certain type of medical domain. BO has naturally found success in a number of scientific domains [29, 8, 14, 28] and also a staple in machine learning for the crucial problem of hyperparameter tuning [18, 21, 22].

As with all data-driven approaches, BO is prone to cases where the given data shifts from the data of interest. While BO models this in the form of Gaussian noise for the inputs to the objective function, the context distribution is assumed to be consistent. This can be problematic, for example in healthcare where patient information shifts over time. A recent approach to solving this has been Distributionally Robust Bayesian Optimization (DRBO) where one models against an adversary who shifts the context distribution with respect to a distance over probability measures. [10] makes the first step and casts the formal problem however develops an algorithm only in the case where D has been selected as the MMD. However there are two main practical short-comings. Firstly, the algorithm is developed specifically to the MMD, which is easily computed, however cannot be replaced by another choice of D whose closed form is not readily accessible. Secondly, the algorithm is only tractable when the contexts are finite since at every iteration of BO, it requires solving an \( M \)-dimensional problem where \( M \) is the number of contexts.
The main question that remains is, can we devise an algorithm that is computationally tractable for tackling the DRO-BO setting? We answer this question to a large degree of generality by considering distributional shifts against $\varphi$-divergences - a large family of divergences consisting of the extant Kullback-Leibler (KL) divergence, Total Variation (TV) and $\chi^2$-divergence, among others. In particular, we use exploit advances made in the large literature of DRO to show that the BO objective in this setting for any choice of $\varphi$-divergence yields a computationally tractable algorithm, even for the case of continuous contexts. We also present a robust regret analysis that illustrates a sublinear regret. Finally, we show, along with computational tractability, that our method is empirically superior on standard datasets against several baselines including that of [10]. In summary, our main contributions are

1. A theoretical result showing that the minimax distributionally robust BO objective with respect to $\varphi$ divergences is equivalent to a single minimization problem.
2. A practical algorithm, that works in the continuous context regime, for the specific cases of the $\chi^2$-divergence and TV distance, which admits a conceptually interesting relationship to regularization of BO.
3. A regret analysis that specifically informs how we can choose the DRO $\varepsilon$ budget to attain sublinear regret.

## 2 $\varphi$-Robust Bayesian Optimization

In this section, we present the main result on distributionally robustness when applied to BO using $\varphi$-divergence. Therefore, we begin by defining this key quantity.

**Definition 1 (\varphi-divergence)** Let $\varphi : \mathbb{R} \to (-\infty, \infty]$ be a convex, lower semi-continuous function such that $\varphi(1) = 0$. The $\varphi$-divergence between $p, q \in \Delta(C)$ is defined as

$$ D_\varphi(p, q) = E_{q(c)} \left[ \varphi \left( \frac{dp}{dq}(c) \right) \right], $$

where $dp/dq$ is the Radon-Nikodym derivative if $p \ll q$ and $D_\varphi(p, q) = +\infty$ otherwise.

Popular choices of the convex function $\varphi$ include $\varphi(u) = (u - 1)^2$ which yields the $\chi^2$ and, $\varphi(u) = |u - 1|$, $\varphi(u) = u \log u$ which correspond to the $\chi^2$ and KL divergences respectively. At any time step $t \geq 1$, we consider distributional shifts with respect to an $\varphi$-divergence for any choice of $\varphi$ and therefore relevantly define the DRO ball as with respect to the $\varphi$-divergence as

$$ B^t_\varphi(p) := \{ q \in \Delta(C) : D_\varphi(q, p_t) \leq \varepsilon_t \}, $$

where $p_t = \frac{1}{t} \sum_{s=1}^t \delta_{\varepsilon_s}$ is the reference distribution and $\varepsilon_t$ is the distributionally robust radius chosen at time $t$. We remark that for our results, the choice of $p_t$ is flexible and can be chosen based on the specific domain application. The $\varphi$ divergence, as noted from the definition above, is only defined finitely when the measures $p, q$ are absolutely continuous to each other and there is regarded as a strong divergence in comparison to the Maximum Mean Discrepancy (MMD), which is utilized in [10]. The main consequence of this property is that the geometry of the ball $B^t_\varphi$ would differ based on the choice of $\varphi$-divergence. The $\varphi$-divergence is a very popular choice for defining this ball in previous studies of DRO in the context of supervised learning due to the connections and links it has found to variance regularization [5, 3, 4].

We will exploit various properties of the $\varphi$-divergence in order to derive a result that reaps the benefits of this choice such as a reduced optimization problem - a development that does not currently exist for the MMD. We first define the convex conjugate of $\varphi$ as $\varphi^*(u) = \sup_{u' \in \text{dom}_\varphi} (u' \cdot u - \varphi(u'))$, which we note is a standard function that is readily available in closed form for many choices of $\varphi$.

**Theorem 1** Let $\varphi : \mathbb{R} \to (-\infty, \infty]$ be a convex lower semicontinuous mapping such that $\varphi(1) = 0$. Let $f$ be measurable and bounded. For any $\varepsilon > 0$, it holds that

$$ \sup_{x \in \mathcal{X}} \inf_{q \in B^t_\varphi(p)} E_{c \sim q}[f(x, c)] = \sup_{x \in \mathcal{X}, \lambda \geq 0, b \in \mathbb{R}} \left( b - \lambda \varepsilon_t - \lambda E_{p_t(c)} \left[ \varphi^* \left( \frac{b - f(x, c)}{\lambda} \right) \right] \right). $$
We remark that similar results exist for other areas such as supervised learning [26] and certifying robust radii [6]. However this is, to the best of our knowledge, the first development for BO. The Theorem above is practically compelling for three main reasons. First, one can note that compared to the left-hand side, the result converts this into a single optimization (max) over three variables, where two of the variables are 1-dimensional, reducing the computational burden significantly. Secondly, the notoriously difficult max-min problem becomes only a max, leaving behind instabilities one would encounter with the former objective. Finally, the result makes very mild assumptions on the context parameter space $\mathcal{C}$, allowing infinite spaces to be chosen, which is one of the challenges for existing BO advancements. We show that for specific choices of $\varphi$, the optimization over $b$ and even $\lambda$ can be expressed in closed form and thus simplified. All proofs for the following examples can be found in the Appendix Section 5.

Example 1 ($\chi^2$-divergence) Let $\varphi(u) = (u - 1)^2$, then for any measurable and bounded $f$ we have for any choice of $\varepsilon_t$

\[
\sup_{x \in \mathcal{X}} \inf_{q \in B^1_{\sup}(p_t)} \mathbb{E}_{c \sim q}[f(x, c)] = \sup_{x \in \mathcal{X}} \left( \mathbb{E}_{p_t(c)}[f(x, c)] - \sqrt{\varepsilon_t \cdot \text{Var}_{p_t(c)}[f(x, c)]} \right).
\]

The above example can be very easily implemented as it involves the same optimization problem however now appended with a variance term. Furthermore, this objective admits a compelling conceptual insight which is that, by enforcing a penalty in the form of variance, one attains robustness. The idea that regularization provides guidance to robustness or generalization is well-founded in machine learning more generally for example in supervised learning [5, 3]. We remark that this penalty and its relationship to $\chi^2$-divergence has been developed in the similar yet related problem of Bayesian quadrature [16]. Moreover, it can be shown that if $\varphi$ is twice differentiable then $D_{\varepsilon}$ can be approximated by the $\chi^2$-divergence via Taylor series, which makes $\chi^2$-divergence a centrally appealing choice for studying robustness. We now derive the result for a popular choice of $\varphi$ that is not differentiable.

Example 2 (Total Variation) Let $\varphi(u) = |u - 1|$, then for any measurable and bounded $f$ we have for any choice of $\varepsilon_t$

\[
\sup_{x \in \mathcal{X}} \inf_{q \in B^1_{\sup}(p_t)} \mathbb{E}_{c \sim q}[f(x, c)] = \sup_{x \in \mathcal{X}} \left( \mathbb{E}_{p_t(c)}[f(x, c)] - \frac{\varepsilon_t}{2} \left( \sup_{c \in \mathcal{C}} f(x, c) - \inf_{c \in \mathcal{C}} f(x, c) \right) \right).
\]

Similar to the $\chi^2$-case, the result here admits a variance-like term in the form of the difference between the maximal and minimal elements. We remark that such a result is conceptually interesting since both losses admit an objective that resembles a mean-variance which is a natural concept in ML, but advocates for it from the perspective of distributional robustness.

2.1 Optimization with the GP Surrogate

To handle the distributional robustness, we have rewritten the objective function using $\varphi$ divergences in Theorem 1. In DRBO setting, we sequentially select a next point $x_t$ for querying a black-box function. Given the observed context $c_t \sim q$ coming from the environment, we evaluate the black-box function and observe the output as $y_t = f(x_t, c_t) + \eta_t$ where the noise $\eta_t \sim \mathcal{N}(0, \sigma_2^2)$ and $\sigma_2^2$ is the noise variance.

As a common practice in BO, at the iteration $t$-th, we model the GP surrogate model using the observed data $\{x_i, y_i\}_{i=1}^{t-1}$ and make a decision by maximizing the acquisition function which is built on top of the GP surrogate:

$$x_t = \arg\max_{x \in \mathcal{X}} \alpha(x).$$

While our method is not restricted to the form of the acquisition function, for convenient in the theoretical analysis, we follow the GP-UCB [27]. Given the GP predictive mean and variance, we have the acquisition function for the $\chi^2$ is as follows:

$$\alpha^{\chi^2}(x) := \frac{1}{|\mathcal{C}|} \sum_c \left[ \mu_t(x, c) + \sqrt{\beta_t} \sigma_t(x, c) \right] - \sqrt{\frac{\varepsilon_t}{|\mathcal{C}|}} \sum_c \left( \mu_t(x, c) - \bar{\mu}_t \right)^2 \tag{1}$$
where $\mu_t = \frac{1}{|C|} \sum_c \mu_t(x, c)$ and $c \sim q$ will satisfy $\Gamma$

Due to the space limit, we refer to the Appendix Section 7 for the experimental results.

3 Experiments

We first remark that with regularity assumptions on $f$, sublinear analytical bounds for $\gamma_T$ are known for a range of kernels, e.g., given $X \times C \subset \mathbb{R}^{d+1}$ we have for the RBF kernel, $\gamma_T \leq O\left(\log(T)^{d+2}\right)$ or for the Matérn kernel with $\nu > 1$, $\gamma_T \leq O\left(T^{\frac{d+1}{2

\sigma_f}$ is the standard deviation of the output noise.

We first remark that with regularity assumptions on $f$, sublinear analytical bounds for $\gamma_T$ are known for a range of kernels, e.g., given $X \times C \subset \mathbb{R}^{d+1}$ we have for the RBF kernel, $\gamma_T \leq O\left(\log(T)^{d+2}\right)$ or for the Matérn kernel with $\nu > 1$, $\gamma_T \leq O\left(T^{\frac{d+1}{2\nu-d+1}}(\log T)^{\nu-d+1}\right)$. The second term in the bound is directly a consequence of DRO and by selecting $\epsilon_t = 0$, it will vanish since any such $\Gamma_\varphi$ will satisfy $\Gamma_\varphi(0) = 0$. In order to ensure sublinear regret, we can select $\epsilon_t = \gamma_t^{\nu} \left(\frac{1}{\sqrt{T} + \sqrt{T^t}}\right)$, noting that $\sum_{t=1}^{T} \epsilon_t \leq \sqrt{T}$ (see Lemma 5). This gives us an actionable item for implementation. To see how one can select $\Gamma_\varphi$, for the Total Variation case, one can select $\Gamma_\varphi(t) = t$ noting that the conditions are met. For other popular choices, $\Gamma_\varphi(t) = 2 \sqrt{\frac{t}{1+t}}$ and $\Gamma_{KL}(t) = 1 - \exp(-t)$. We refer the reader to [24] for more inequalities between the Total Variation and other $\varphi$-divergences.
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Due to the space limit, we refer to the Appendix Section 7 for the experimental results.
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4 Gaussian Process Modeling with Input $x$ and Context $c$

Gaussian Processes. We follow a popular choice in BO [25] to use GP as a surrogate model for optimizing $f$. A GP [23] defines a probability distribution over functions $f$ under the assumption that any subset of points $\{(x_i, f(x_i))\}$ is normally distributed. Formally, this is denoted as:

$$f(x) \sim \text{GP}(m(x), k(x,x')),$$

where $m(x)$ and $k(x,x')$ are the mean and covariance functions, given by $m(x) = \mathbb{E}[f(x)]$ and $k(x,x') = \mathbb{E}[(f(x) - m(x))(f(x') - m(x))^T]$. For predicting $f_* = f(x_*)$ at a new data point $x_*$, the conditional probability follows a univariate Gaussian distribution as $p(f_* | f) \sim \mathcal{N}(\mu(x_*), \sigma^2(x_*) )$. Its mean and variance are given by:

$$\mu(x_*) = k_{*,N}K_{N,N}^{-1}y, \quad \sigma^2(x_*) = k_{*,*} - k_{*,N}K_{N,N}^{-1}k_{*,N}^T$$  \hspace*{1cm} (5)

where $k_{*,*} = k(\{x_i, x_*\}, \{x_i, x_*\})$, $k_{*,N} = [k(x_i, x_*)]_{\forall i \leq N}$ and $K_{N,N} = [k(x_i, x_j)]_{\forall i,j \leq N}$. As GPs give full uncertainty information about their predictions, they provide a flexible nonparametric prior for Bayesian optimization. We refer to [23] for further details on GPs.

Gaussian Process with Input $x$ and Context $c$. Given the additional context variable $c \in \mathbb{R}$, it is natural to consider a GP model in which the input is the concatenation of $[x,c] \in \mathbb{R}^{d+1}$. In particular, we can write a GP [23] as:

$$f([x,c]) \sim \text{GP}(m([x,c]), k([x,c], [x',c'])),$$

where $m([x,c])$ and $k([x,c], [x',c'])$ are the mean and covariance functions. For predicting $f_* = f(\{x_*, c_*\})$ at a new data point $\{x_*, c_*\}$, the conditional probability follows a univariate Gaussian distribution as $p(f_* | f) \sim \mathcal{N}(\mu([x_*, c_*]), \sigma^2([x_*, c_*]))$. Its mean and variance are given by:

$$\mu([x_*, c_*]) = k_{*,N}K_{N,N}^{-1}y, \quad \sigma^2([x_*, c_*]) = k_{*,*} - k_{*,N}K_{N,N}^{-1}k_{*,N}^T$$  \hspace*{1cm} (7)

where $k_{*,*} = k(\{x_i, c_i\}, \{x_i, c_i\})$, $k_{*,N} = [k([x_i, c_i], [x_j, c_j])]_{\forall i \leq N}$ and $K_{N,N} = [k([x_i, c_i], [x_j, c_j])]_{\forall i,j \leq N}$.

5 Proofs of Main Results

In the sequel, when we say a function is measurable, we attribute it with respect to the Borel $\sigma$-algebras based on the Polish topologies. We remark that a similar proof to ours has appeared in [1], which is not specific to BO objective yet we require compactness of the set $C$.

Theorem 3 (Theorem 1 in the main paper) Let $\varphi : \mathbb{R} \rightarrow (-\infty, \infty]$ be a convex lower semicontinuous mapping such that $\varphi(1) = 0$. For any $\varepsilon > 0$, it holds that

$$\sup_{x \in \mathcal{X}} \inf_{q \in B_{\varepsilon}^c(p)} \mathbb{E}_{q,c}[f(x,c)] = \sup_{x \in \mathcal{X}, \lambda \geq 0, b \in \mathbb{R}} \left( b - \lambda \varepsilon_t - \lambda \mathbb{E}_{p,c} \left[ \varphi^\star \left( \frac{b - f(x,c)}{\lambda} \right) \right] \right).$$

Proof For a fixed $x \in \mathcal{X}$, we first introduce a Lagrangian variable $\lambda \geq 0$ that acts to enforce the ball constraint $D_\varphi(p,q) \leq \varepsilon$:

$$\inf_{q \in B_{\varepsilon}^c(p)} \mathbb{E}_{q,c}[f(x,c)] = \inf_{q \in \Delta(c)} \sup_{\lambda \geq 0} \left( \mathbb{E}_{q,c}[f(x,c)] - \lambda (\varepsilon_t - D_\varphi(q,p_t)) \right)$$  \hspace*{1cm} (8)

$$\overset{(1)}{=} \sup_{\lambda \geq 0} \left( -\lambda \varepsilon_t - \sup_{q \in \Delta(c)} \left( \mathbb{E}_{q,c}[f(x,c)] - \lambda \mathbb{E}_{p,c} \left[ \varphi^\star \left( \frac{b - f(x,c)}{\lambda} \right) \right] \right) \right)$$  \hspace*{1cm} (9)

$$= \sup_{\lambda \geq 0} \left( -\lambda \varepsilon_t - \inf_{b \in \mathbb{R}} \left( \lambda \mathbb{E}_{p,c} \left[ \varphi^\star \left( \frac{b - f(x,c)}{\lambda} \right) \right] - b \right) \right)$$  \hspace*{1cm} (10)

$$\overset{(2)}{=} \sup_{\lambda \geq 0} \left( b - \lambda \varepsilon_t - \lambda \mathbb{E}_{p,c} \left[ \varphi^\star \left( \frac{b - f(x,c)}{\lambda} \right) \right] \right)$$  \hspace*{1cm} (12)
(1) is due to Fan’s minimax Theorem [7, Theorem 2] noting that for any \( x \in X \), the mapping \( q \mapsto E_q[f(x, c)] \) is linear and for any \( \varphi \) chosen as stated in the Theorem, the mapping \( q \mapsto D_{\varphi}(q, p) \) is convex and lower semi-continuous. Furthermore noting that \( C \) is compact, we also have that \( \Delta(C) \) is compact [31]. (2) is due to a standard result due to the Fenchel dual of the \( \varphi \)-divergence, see Eq. (22) of [15] for example. We state the result in the following lemma, which depends on the convex conjugate \( \varphi^*(u) = \sup_{u'}(uu' - \varphi(u')) \).

**Lemma 1** ([15]) For any measurable function \( h : C \to \mathbb{R} \) and convex lower semi-continuous function \( \varphi : \mathbb{R} \to (-\infty, \infty) \) with \( \varphi(1) = 0 \), it holds that

\[
\sup_{q \in \Delta(C)} \left( E_q[h(c)] - \lambda \mathbb{D}_{\varphi}(q, p) \right) = \inf_{b \in \mathbb{R}} \left( \lambda E_{p^*}[\varphi^*\left( \frac{b + h(c)}{\lambda} \right)] - b \right),
\]

where \( p \in \Delta(C) \) and \( \lambda > 0 \).

For each of the specific derivations below, we recall the standard derivations for \( \varphi^* \), which can be found in many works, for example in [20].

**Example 3 (\( \chi^2 \)-divergence) (Example 2 in the main paper) If \( \varphi(u) = (u - 1)^2 \), then we have

\[
\sup_{x \in X} \inf_{q \in B_p(p)} E_{c \sim q}[f(x, c)] = \sup_{x \in X} \left( E_{p^*}[f(x, c)] - \sqrt{\varepsilon_t \text{Var}_{p^*}[f(x, c)]} \right).
\]

**Proof** In this case we have \( (\lambda \varphi)^*(u) = \frac{u^2}{2\lambda} + u \) and so we have

\[
\sup_{b \in \mathbb{R}} \left( b - \mathbb{E}_{p^*}[f(x, c)] \left( \frac{(b - f(x, c))^2}{4\lambda} + b - f(x, c) \right) \right) = \sup_{b \in \mathbb{R}} \left( \mathbb{E}_{p^*}[f(x, c)] - \mathbb{E}_{p^*}[(b - f(x, c))^2] \right)
\]

\[
= \mathbb{E}_{p^*}[f(x, c)] - \inf_{b \in \mathbb{R}} \left( \mathbb{E}_{p^*}[f(x, c)] - \frac{1}{4\lambda} \text{Var}_{p^*}[f(x, c)] \right)
\]

Combining this with the original objective and by Theorem 1 yields

\[
\inf_{q \in B_p(p)} E_{c \sim q}[f(x, c)] = \sup_{\lambda \geq 0} \left( b - \lambda \varepsilon_t - \lambda \mathbb{E}_{p^*} \left[ \frac{\varphi^*\left( \frac{b - f(x, c)}{\lambda} \right)}{\lambda} \right] \right)
\]

\[
= \mathbb{E}_{p^*}[f(x, c)] - \inf_{\lambda \geq 0} \left( \mathbb{E}_{p^*} + \frac{1}{4\lambda} \text{Var}_{p^*}[f(x, c)] \right)
\]

\[
= \mathbb{E}_{p^*}[f(x, c)] - \sqrt{\varepsilon_t \text{Var}_{p^*}[f(x, c)]}.
\]

where the last equation is using the arithmetic and geometric means inequality.

**Example 4 (Total Variation) (Example 2 in the main paper) If \( \varphi(u) = |u - 1| \), then we have

\[
\sup_{x \in X} \inf_{q \in B_p(p)} E_{c \sim q}[f(x, c)] = \sup_{x \in X} \left( \mathbb{E}_{p^*}[f(x, c)] - \frac{\varepsilon_t}{2} \left( \sup_{c \in C} f(x, c) - \inf_{c \in C} f(x, c) \right) \right).
\]

**Proof** In this case, the conjugate of \( \varphi \) is \( (\lambda \varphi)^*(u) = 0 \) if \( |u| \leq \lambda \) and \( +\infty \) otherwise. Therefore, when considering the right-hand side of Theorem 1, we will require \( \lambda \) to be larger than \( |b - f(x, c)| \) for all \( c \in C \) for the expression to be finite. In this case, for a fixed \( b \in \mathbb{R} \), the optimization over \( \lambda \geq 0 \) becomes

\[
\sup_{b \in \mathbb{R}} \sup_{\lambda \geq 0} \left( b - \lambda \varepsilon_t - \lambda \mathbb{E}_{p^*} \left[ \frac{\varphi^*\left( \frac{b - f(x, c)}{\lambda} \right)}{\lambda} \right] \right)
\]

\[
= \sup_{b \in \mathbb{R}} \left( \mathbb{E}_{p^*}[f(x, c)] - \sup_{c \in C} |b - f(x, c)| \varepsilon_t \right)
\]

\[
= \mathbb{E}_{p^*}[f(x, c)] - \inf_{b \in \mathbb{R}} \sup_{c \in C} |b - f(x, c)| \varepsilon_t.
\]
We need the following Lemma to proceed.

**Lemma 2** For any set of numbers \( A \subset \mathbb{R} \), let \( \pi, a \in A \) be the maximum and minimal elements. It then holds that
\[
\inf_{b \in \mathbb{R}} \sup_{a \in A} |b - a| = \frac{1}{2} |\pi - a|.
\]

**Proof** First note that for any \( b \in \mathbb{R} \), we have that \( \sup_{a \in A} |b - a| = \max (|\pi - b|, |a - b|) \). The outer inf can be solved by setting \( b = \frac{\pi + a}{2} \).

The proof then concludes by noting setting \( A = \{ f(x, c) : c \in \mathcal{C} \} \).

**Lemma 3 (Theorem 6 from [27])** Let \( \delta \in (0, 1) \). Assume the noise variable \( \varepsilon_t \) are uniformly bounded by \( \sigma_f \). Define \( \beta_t = 2\|f\|^2 + 300\gamma_t \ln^3(t/\delta) \). Then,
\[
P(\forall T, \forall x, |\mu_T(x) - f(x)| \leq \beta_t \sigma_f(x)).
\]

We first prove a regret bound for the total variation which will be instrumental in proving the regret bound for any general \( \varphi \), given the existence of \( \Gamma_\varphi \).

**Theorem 4 (Total Variation Regret)** Let \( M = \sup_{(x, c) \in X \times \mathcal{C}} |f(x, c)| \) and suppose \( f \) lives in an RKHS. If \( \varphi(u) = |u - 1| \), it then holds that
\[
R_T(\varphi) \leq \frac{\sqrt{8T\beta_T^\gamma T}}{\log(1 + \sigma_f^2)} + M \sum_{t=1}^T \varepsilon_t,
\]
where \( \sigma_f \) is the standard deviation of the output noise.

**Proof** We first define the GP predictive mean and variance as
\[
\mu_t(x, c) = k([x, c])^T (K_t + I_t)^{-1} y_t
\]
\[
\sigma_t(x, c)^2 = k([x, c], [x, c]) - k_t([x, c])^T (K_t + I_t)^{-1} k_t([x, c]),
\]
which are defined in Eqs. (6,7) where \( K_t = [k([x, c_i], [x, c_j])]_{i,j \leq t} \). The proof begins by first bounding the regret at time \( t \) using a standard argument with a slight modification that uses our results.

\[
r_t = \inf_{q \in \mathcal{D}_{\mu_t(q, p_t) \leq \varepsilon_t}} \mathbb{E}_{q(c)}[f(x^*, c)] - \inf_{q \in \mathcal{D}_{\mu_t(q, p_t) \leq \varepsilon_t}} \mathbb{E}_{q(c)}[f(x_t, c)]
\]

\[
\leq \sqrt{\beta_t \mathbb{E}_{p_t(c)}[\sigma_t(x^*, c)] + \mathbb{E}_{p_t(c)}[\mu(x^*, c)]} - \inf_{q \in \mathcal{D}_{\mu_t(q, p_t) \leq \varepsilon_t}} \mathbb{E}_{q(c)}[f(x_t, c)]
\]

\[
= \sqrt{\beta_t \mathbb{E}_{p_t(c)}[\sigma_t(x^*, c)] + \mathbb{E}_{p_t(c)}[\mu(x^*, c)]} - \inf_{q \in \mathcal{D}_{\mu_t(q, p_t) \leq \varepsilon_t}} \mathbb{E}_{q(c)}[f(x_t, c)]
\]

\[
\leq \sqrt{\beta_t \mathbb{E}_{p_t(c)}[\sigma_t(x^*, c)] + \mathbb{E}_{p_t(c)}[\mu(x^*, c)] - \mathbb{E}_{p_t(c)}[f(x_t, c)]} + \varepsilon_t \left( \sup_{c \in \mathcal{C}} f(x_t, c) - \inf_{c \in \mathcal{C}} f(x_t, c) \right)
\]

\[
= \sqrt{\beta_t \mathbb{E}_{p_t(c)}[\sigma_t(x^*, c)] + \mathbb{E}_{p_t(c)}[\mu(x^*, c) - f(x_t, c)]} + \frac{\varepsilon_t}{2} \left( \sup_{c \in \mathcal{C}} f(x_t, c) - \inf_{c \in \mathcal{C}} f(x_t, c) \right)
\]

\[
\leq \sqrt{\beta_t \mathbb{E}_{p_t(c)}[\sigma_t(x_t, c)] + \mathbb{E}_{p_t(c)}[\mu(x_t, c) - f(x_t, c)]} + \frac{\varepsilon_t}{2} \left( \sup_{c \in \mathcal{C}} f(x_t, c) - \inf_{c \in \mathcal{C}} f(x_t, c) \right)
\]

\[
\leq 2 \sqrt{\beta_t \mathbb{E}_{p_t(c)}[\sigma_t(x_t, c)] + M \varepsilon_t},
\]

(17)
where (1) holds due to selecting $q_t$ and introducing $E_{q(c)}[\mu(x^*, c)]$, (2) is due to the result that $|f(x, c) - \mu(x, c)| \leq \sqrt{T} \gamma$ for all $x, c \in \mathcal{X} \times \mathcal{C}$ as stated in Lemma 3. (3) is due to Theorem 4, (4) is due to the choice of $x_\star$ since it satisfies:

\[
E_{p_t(c)}[\mu(x_t, c)] + \sqrt{\beta_t E_{p_t(c)}[\sigma_t(x_t, c)]} \geq E_{p_t(c)}[\mu(x, c)] + \sqrt{\beta_t E_{p_t(c)}[\sigma_t(x, c)]},
\]

for all $x \in \mathcal{X}$ and therefore

\[
E_{p_t(c)}[\mu(x^*, c)] + \sqrt{\beta_t E_{p_t(c)}[\sigma_t(x^*, c)]} \leq E_{p_t(c)}[\mu(x_t, c)] + \sqrt{\beta_t E_{p_t(c)}[\sigma_t(x_t, c)]}
\]

\[
\leq E_{p_t(c)}[\mu(x_t, c)] + \sqrt{\beta_t E_{p_t(c)}[\sigma_t(x_t, c)]}.
\]

Finally, (5) holds due to another application of $|f(x, c) - \mu(x, c)| \leq \beta_t \sigma_t(x, c)$ for all $[x, c] \in \mathcal{X} \times \mathcal{C}$ from Lemma 3. For the final step of our proof, we follow the literature in Bayesian optimization [27] to introduce a sample complexity parameter, namely the maximum information gain:

\[
\gamma_T := \max_{\{x_t, c_t\}_{i=1}^T} \log \det(I + K_T).
\]

where we use $K_T$ to denote the generated kernel matrix from dataset $D_T = \{[x_t, c_t]\}_{t=1}^T \subset [\mathcal{X} \times \mathcal{C}]$ at iteration $T$. The information gain is used in the regret bounds for most of Bayesian optimization research [17, 10].

**Lemma 4 (adapted Lemma 7 in [17])** The sum of the predictive variances is bounded by the maximum information gain $\gamma_T$. That is $\forall x, c \in \mathcal{X} \times \mathcal{C}, \sum_{t=1}^T \sigma_t^2(x, c) \leq \frac{2}{\log(1 + \sigma_f^2)} \gamma_T$ where $\sigma_f$ is the standard deviation of the output noise.

Using the above Lemma of maximum information gain, we take the square of the term $2\sqrt{\beta_t E_{p_t(c)}[\sigma_t(x_t, c)]}$ in Eq. (17) to have:

\[
\sum_{t=1}^T 4\beta_t E_{p_t(c)}[\sigma_t^2(x_t, c)] \leq \frac{8\beta_T \gamma_T}{\log(1 + \sigma_f^{-2})} \tag{18}
\]

By using Cauchy-Schwarz inequality, we get

\[
\sum_{t=1}^T 2\sqrt{\beta_t E_{p_t(c)}[\sigma_t(x, c)]} \leq \sqrt{\frac{8T \beta_T \gamma_T}{\log(1 + \sigma_f^{-2})}} \tag{19}
\]

in which the term $T$ has been included in the right. Using the above results we get

\[
R_T(\varphi) \leq 2 \sum_{t=1}^T \sqrt{\beta_t E_{p_t(c)}[\sigma_t(x, c)]} + M \sum_{t=1}^T \varepsilon_t \tag{20}
\]

\[
\leq 2 \sqrt{\beta_T} \sum_{t=1}^T \max_c [\sigma_t(x, c)] + M \sum_{t=1}^T \varepsilon_t \tag{21}
\]

\[
\leq 2 \sqrt{\beta_T} \max_{q \in \{p_1, \ldots, p_T\}} \sum_{t=1}^T E_{q(c)}[\sigma_t(x, c)] + M \sum_{t=1}^T \varepsilon_t \tag{22}
\]

\[
\leq 2 \sqrt{\beta_T} \max_{q \in \{p_1, \ldots, p_T\}} \sum_{t=1}^T E_{q(c)}[\sigma_t(x, c)] + M \sum_{t=1}^T \varepsilon_t \tag{23}
\]

\[
\leq \frac{\sqrt{8T \beta_T} \gamma_T}{\log(1 + \sigma_f^{-2})} + M \sum_{t=1}^T \varepsilon_t \tag{24}
\]

where we have used Eq. (19) to obtained Eq. (24).
Lemma 5 For any $T > 0$, it holds that

$$\sum_{t=1}^{T} \left( \frac{1}{\sqrt{t + \sqrt{t + 1}}} \right) = \sqrt{T + 1} - 1 \leq \sqrt{T},$$

Proof By simply rationalizing the denominator, we have that

$$\frac{1}{\sqrt{t + \sqrt{t + 1}}} = \sqrt{t + 1} - \sqrt{t},$$

and via a simple telescoping sum, the required result holds. A simple inequality will then yield the final inequality. \[\] 

Theorem 5 (ϕ Regret) (Theorem 2 in the main paper) Let $M = \sup_{(\mathbf{x}, c) \in X \times C} |f(\mathbf{x}, c)|$ and suppose $f$ lives in an RKHS. For any lower semicontinuous convex $\varphi : \mathbb{R} \rightarrow (\infty, \infty]$ with $\varphi(1) = 0$, if there exists a monotonic invertible function $\Gamma_{\varphi} : \mathbb{R} \rightarrow \mathbb{R}$ such that $TV(p, q) \leq \Gamma_{\varphi}(D_{\varphi}(p, q))$

$$R_T(\varphi) \leq \sqrt{8T \beta_{T \Gamma_{\varphi}}} + M \sum_{t=1}^{T} \Gamma_{\varphi}(\varepsilon_t),$$

where $\sigma_f$ is the standard deviation of the output noise.

Proof The key aspect of this proof is to note that

$$\{q \in \Delta(C) : D_{\varphi}(q, p_t) \leq \varepsilon_t\} \subseteq \{q \in \Delta(C) : TV(q, p_t) \leq \Gamma_{\varphi}(\varepsilon_t)\},$$

which is due to the inequality and monotonicity of the $\Gamma_{\varphi}$ function. By following similar steps to the Total Variation derivation, we have

$$\inf_{q : D_{\varphi}(q, p_t) \leq \varepsilon_t} \mathbb{E}_{q(c)}[f(\mathbf{x}_t, c)] - \inf_{q : D_{\varphi}(q, p_t) \leq \varepsilon_t} \mathbb{E}_{q(c)}[f(\mathbf{x}_t, c)] \leq \sqrt{\beta_t} \mathbb{E}_{p_t(c)}[\sigma_t(x^*, c)^2 + \mu(x^*, c)] - \inf_{q : D_{\varphi}(q, p_t) \leq \varepsilon_t} \mathbb{E}_{q(c)}[f(\mathbf{x}_t, c)] \leq \sqrt{\beta_t} \mathbb{E}_{p_t(c)}[\sigma_t(x^*, c)^2 + \mu(x^*, c)] - \inf_{q : TV(q, p_t) \leq \Gamma_{\varphi}(\varepsilon_t)} \mathbb{E}_{q(c)}[f(\mathbf{x}_t, c)].$$

By following the same decomposition as in the proof for the Total Variation, we achieve the same result except with the radius epsilon replaced with $\Gamma_{\varphi}(\varepsilon_t)$. \[\]

6 Extension to KL divergence

Our theoretical result for $\varphi$-divergence can also be readily extended to handle KL divergence. However, since the empirical result with KL divergence is inferior to to the result with TV and $\chi$-divergences.

Example 5 (KL-divergence) Let $\varphi(u) = u \log u$, we have

$$\sup_{x \in X} \inf_{q \in B^R_p} \mathbb{E}_{x \sim q} [f(x, c)] = \sup_{x \in X} \sup_{\lambda \geq 0} \left( -\lambda \varepsilon_t - \lambda \log \mathbb{E}_{p_t(c)} \left[ \exp \left( \frac{-f(x, c)}{\lambda} \right) \right] \right).$$

Proof Using Theorem 1, we derive $\varphi^*$ for this choice which can easily be verified to be $\varphi^*(t) = \exp(t - 1)$. For simplicity, let $\lambda = 1$ and note that we have

$$\sup_{b \in \mathbb{R}} \left( b - \mathbb{E}_{p_t(c)}[\exp(b - f(x, c) - 1)] \right) = \sup_{b \in \mathbb{R}} (b - \exp(b) \cdot A),$$

where $\mathbb{E}_{p_t(c)}[\exp(b - f(x, c) - 1)]$. 
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While our method is not restricted to the form of the acquisition function, for convenient in the theoretical analysis, we follow the GP-UCB \cite{27}. Given the GP predictive mean and variance from Eqs. (6,7), we have the acquisition function for the KL in Example 5 as follows:

\[
\alpha_{KL}(x) := -\lambda c_{t} - \lambda \log E_{p(t)} \left[ \exp \left( \frac{-\frac{1}{2} \sum_{c} [\mu_{t}(x, c) + \sqrt{\beta_{t}} \sigma_{t}(x, c)]}{\lambda} \right) \right]
\]

where \( A = \mathbb{E}_{p(t)} \left[ \exp \left( -f(x, c) - 1 \right) \right] \) is a constant. The above can easily be solved as it admits a differentiable one-dimensional objective and we get the largest value when \( b = - \log A \) which then yields

\[
\sup_{b \in \mathbb{R}} \left( b - \mathbb{E}_{p(t)} \left[ \exp \left( b - f(x, c) - 1 \right) \right] \right) = \log \mathbb{E}_{p(t)} \left[ \exp \left( -f(x, c) \right) \right].
\]  

(30)

The proof concludes noting that \((\lambda \varphi)^{*}(u) = \lambda \varphi^{*}(u/\lambda)\) for any \( \lambda > 0 \).

The Kullback-Leibler (KL) divergence \cite{12} is a popular choice when quantifying information shift, due to its link with entropy. There exists work that studied distributional shifts with respect to the KL divergence for label shifts \cite{33}. Compared to the general theorem, the KL-divergence variant allows us to find \( b \in \mathbb{R} \) in closed form. We remark that we place the KL divergence derivation here for its information-theoretic importance however in our experiments, we find that other choices of \( \varphi \)-divergence outperform the KL-divergence. We now show such examples and particularly illustrate that we can even solve for \( \lambda \geq 0 \) in closed form for these cases, yielding only a single maximization over \( X \).

The regret bound for the case with KL divergence is presented in Theorem 2 using \( \Gamma_{KL}(t) = 1 - \exp(-t) \).

### 6.1 Optimization with the GP Surrogate for KL-divergence

To handle the distributional robustness, we have rewritten the objective function using \( \varphi \) divergences in Theorem 1 with the KL in Example 5.

Similar to the cases of TV and \( \chi^{2} \), we model the GP surrogate model using the observed data \( \{x_{i}, y_{i}\}_{i=1}^{t-1} \) at each iteration \( t \)-th. Then, we select a next point \( x_{t} \) to query a black-box function by maximizing the acquisition function which is build on top of the GP surrogate:

\[
x_{t} = \arg \max_{x \in A} \alpha(x).
\]

While our method is not restricted to the form of the acquisition function, for convenient in the theoretical analysis, we follow the GP-UCB \cite{27}. Given the GP predictive mean and variance from Eqs. (6,7), we have the acquisition function for the KL in Example 5 as follows:

\[
\alpha_{KL}(x) := -\lambda c_{t} - \lambda \log E_{p(t)} \left[ \exp \left( \frac{-\frac{1}{2} \sum_{c} [\mu_{t}(x, c) + \sqrt{\beta_{t}} \sigma_{t}(x, c)]}{\lambda} \right) \right]
\]

where \( c \sim q \) can be generated in a one dimensional space to approximate the expectation and the variance. In the experiment, we define \( q \) as the uniform distribution to draw \( c \sim q \).

**Comparison of KL, TV and \( \chi^{2} \) divergences.** In Fig. 1, we present the additional experiments showing the comparison of using different divergences including KL, TV and \( \chi^{2} \). We show empirically that the KL divergence performs generally inferior than the TV and \( \chi^{2} \).
(a) Stochastic and DRO solutions are different. Our method using $\varepsilon = \{0.5, 1\}$ result in the best performance.

(b) Stochastic and DRO solutions are coincide. Our method with $\varepsilon \to 0$ is the best.

Figure 2: Two settings in DRO when the stochastic solution and robust solution are different (top) and identical (bottom). Left: original function $f(x, c)$. Middle: selection of input $x_t$ over iterations. Right: performance with different $\varepsilon$. Best viewed in color.

7 Experiments

Experimental setting. The experiments are repeated using 30 independent runs. We optimize the GP hyperparameter (e.g., learning rate) by maximizing the GP log marginal likelihood [23]. We will release the Python implementation code in the final version.

Baselines and benchmark functions. We consider the following baselines for comparisons.

- Rand: we randomly select $x_t$ irrespective of $c_t$.
- BO: we follow the GP-UCB [27] to perform standard Bayesian optimization (ignoring the context $c_t$). The selection at each iteration is $x_t = \arg\max_x \mu(x) + \beta_t \sigma(x)$.
- Stable-Opt: we consider the worst-case robust optimization presented in [2]. The selection at each iteration $x_t = \arg\max_x \arg\min_{c} \mu(x, c) + \beta_t \sigma(x, c)$.
- DRBO using MMD [10]: There is no official implementation available. We have tried our best to re-implement the algorithm.

We consider the popular benchmark functions\(^1\) with different dimensions $d$. To create a context variable $c$, we pick the last dimension of these functions to be the context input while the remaining $d - 1$ dimension becomes the input $x$.

7.1 Ablation Studies

To gain understanding into how our framework works, we consider two popular settings below.

DRO solution is different from stochastic solution. In Fig. 2a, the vanilla BO tends to converge greedily toward the stochastic solution (non-distributionally robust) $\arg\max_x f(x, \cdot)$. Thus, BO keeps exploiting in the locality of $\arg\max_x f(x, \cdot)$ from iteration 15. On the other hand, all other

---

\(^1\)https://www.sfu.ca/~ssurjano/optimization.html
DRO methods will keep exploring to seek for the distributionally robust solutions. Using the high value of $\varepsilon_t \in \{0.5, 1\}$ will result in the best performance.

**DRO solution is identical to stochastic solution.** When the stochastic and robust solutions coincide at the same input $x^*$, the solution of BO will be equivalent to the solution of DRO methods. This is demonstrated by Fig. 2b. Both stochastic and robust approaches will quickly identify the optimal solution (see the $x_t$ selection). We learn empirically that setting $\varepsilon_t \to 0$ will lead to the best performance. This is because the DRO setting will become the standard BO.

The best choice of $\varepsilon$ depends on the property of the underlying function, e.g., how difference between the stochastic and DRO solutions. In practice, we may not be able to identify these scenarios in advance. Therefore, we can use the adaptive value of $\varepsilon_t$ presented in Sec. 2.2. Using this adaptive setting, the performance is stable, see the red curves in Right Fig. 2a.

### 7.2 Computational efficiency.

The key benefit of our framework is simplifying the existing intractable computation by providing the closed-form solution. Additional to improving the quality, we demonstrate this advantage in terms of computational complexity. Our main baseline for comparison is the MMD [10]. As shown in Fig. 3, our DRBO is consistently faster than the constraints linear programming approximation used for MMD. This gap is substantial in higher dimensions. In particular, as compared to [10], our DRBO is 5-times faster in 5d and 10-times faster in 6d.

### 7.3 Optimization performance comparison

We compare the algorithms in Fig. 4 using the robust (cumulative) regret defined in Eq. (3) which is commonly used in DRO literature [10, 16]. The random approach does not make any intelligent information in making decision, thus performs the worst. While BO performs better than random, it is still inferior comparing to other distributionally robust optimization approaches. The reason is that BO does not take into account the context information in making the decision. The StableOpt [2] performs relatively well that considers the worst scenarios in the subset of predefined context. This predefined subset is not covered all possible cases as opposed to the distributional robustness setting.

The MMD approach [10] needs to solve the inner adversary problem using linear programming with convex constraints. This program can be solved efficiently but is of size of context discretization $|C|$, which currently limits the method to relatively small context sets. As a result, the performance of MMD is not as strong as our TV and $\chi^2$. Our proposed approach does not suffer this pathology and thus scale well in continuous and high dimensional settings of context input $c$.

**Real-world functions.** We consider the deterministic version of the robot pushing objective from [32]. The goal is to find a good pre-image for pushing an object to a target location. The 3-dimensional function takes as input the robot location $(r_x, r_y) \in [-5, 5]^2$ and pushing duration $r_t \in [1, 30]$.

We follow [2] to twist this problem in which there is uncertainty regarding the precise target location, so one seeks a set of input parameters that is robust against a number of different potential locations. We present the comparison in Bottom Right Fig. 4. Our proposed DRBO approaches outperform the baselines, especially the Total Variation (TV).

**Adaptive value of $\varepsilon_t$.** We show the adaptive value of $\varepsilon_t$ by iterations for TV, $\chi^2$ and KL in Fig. 5.
Figure 4: We compare the cumulative robust regret across algorithms. The results show that the proposed $\chi^2$ and Total Variation (TV) achieves the best performance across benchmark functions. Random and vanilla BO approaches perform poorly which do not take into account the robustness criteria.

Figure 5: The adaptive value of $\epsilon_t$ over iterations, $\lim_{t \to \infty} \epsilon_t = 0$. 
(a) Stochastic and DRO solution are different. The choices of $\varepsilon = \{0.5, 1\}$ result in the best performance.

(b) Stochastic and DRO solution are different. The choices of $\varepsilon = \{0.5, 1\}$ result in the best performance.

(c) Stochastic and DRO solution are coincide. $\varepsilon \to 0$ is the best.

Figure 6: We complement the result presented in Fig. 2 using three additional functions. There are two settings in DRO when the stochastic solution and robust solution are different (top) and identical (bottom). Left: the original function $f(x, c)$. Middle: the selection of input $x_t$ over iterations. Right: optimization performance with different $\varepsilon$. The adaptive choice of $\varepsilon_t$ (in red) always produces stable performance across various choices of $\varepsilon_t$. This is especially useful in unknown functions where we do not have prior assumption on the underlying structure to decide on which large or small values of $\varepsilon_t$ to be specified.

In Fig. 6, we present additional visualization to complement the analysis in Fig. 2. In particular, we illustrate three other functions including bramin, goldstein and six-hump camel. The additional results are consistent with the finding presented in the main paper (Section 7.1 and Fig. 2).