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Abstract

We present Amazon Nova Sonic, a new multimodal foundation model that unifies speech and text
processing in a single architecture, delivering frontier voice intelligence and industry-leading price
performance. Amazon Nova Sonic ("Nova Sonic") builds on the advances in large pre-trained text
and speech models, while fusing the two modalities in a unified architecture to power downstream
tasks requiring both speech and text, e.g. voice-enabled AI assistants and agents, speech recognition,
and speech generation. Our unified architecture enables the model to adapt the generated speech to
acoustic context (e.g., tone, style) and spoken content of user input. Designed with streaming-first
capability in mind, Nova Sonic enables low-latency applications, supporting natural turn-taking and
user interruptions, breaking free from the rigid turn taking of traditional speech applications built
on cascaded systems. Our model was built responsibly and with a commitment to customer trust,
security, and reliability. We report benchmarking results for core understanding capabilities, response
quality and runtime performance of the model.

1 Introduction

This document introduces Nova Sonic, a state-of-the-art multimodal foundation model built to deliver frontier intel-
ligence across a wide range of speech understanding and generation capabilities. Designed from the ground up for
speech interactions, Nova Sonic combines highly capable speech encoder and speech renderer modules with a core
multimodal Large Language Model (LLM) to enable fluid and accurate speech understanding and generation.

Key capabilities of Nova Sonic include:

• Frontier speech understanding: Nova Sonic achieves strong performance on a wide range of speech under-
standing tasks, including speech recognition, speech-based instruction-following and tool-calling. It is trained
on diverse speech patterns, languages, and acoustic scenarios allowing it to generalize well to real-world
speech inputs without requiring task-specific fine-tuning.

• Frontier speech generation: Nova Sonic generates natural, expressive, and high-quality speech, enabling
state-of-the-art voice responses across a wide range of contexts and speaking styles. As a native multimodal
understanding and generation model, Nova Sonic is trained to preserve crucial acoustic context and nuances
like tone, prosody and speaking style, making it well-suited for interactive and conversational use cases.
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• Speed: Nova Sonic is optimized for streaming use cases and demonstrates state-of-the-art response time. It
processes and generates streaming speech efficiently in real-time while maintaining high recognition accuracy.
This makes it suitable for low-latency applications such as voice assistants, and dialog systems.

• Prompting: Nova Sonic supports flexible prompting to steer the content, tone, and style of its responses. Users
can configure the model’s outputs such as verbosity, formality, and personality via natural language prompts,
allowing the model to serve in a diverse set of use-cases.

• Price-Performance: The model is optimized to deliver industry-leading price-performance value, offering
state-of-the-art performance on key benchmarks at low cost.

In addition to training the speech encoder and decoder, we trained a core transformer model [1] on a variety of
multilingual and multimodal data sources, including licensed data, proprietary data, and publicly available data. The
core transformer model was trained through pre-training, supervised fine-tuning, reinforcement learning and preference
tuning [2, 3, 4]. All stages were optimized for speech understanding accuracy and quality and expressiveness of
generated speech.

During a conversation, Nova Sonic takes on the role of an active listener by contextually detecting when a user has
finished speaking and ended their turn, enabling the natural flow of the conversation. Furthermore, Nova Sonic is trained
to gracefully handle user interruptions. While playing back responses, Nova Sonic simultaneously listens for when the
user may want to interject. During a user interjection, Nova Sonic yields to the user and then gracefully continues the
conversation.

Our model was developed with a commitment to responsible AI practices, ensuring alignment with safety, fairness, and
transparency principles throughout the training and deployment process.

2 Evaluations

In this section, we report benchmarking results for Nova Sonic model in comparison to select publicly-available models,
using both existing public results and our own performance measurements1.

2.1 Speech recognition

Nova Sonic was evaluated on a suite of automatic speech recognition (ASR) benchmarks to assess its core speech
understanding accuracy across a diverse set of applications, speaking styles, accents and acoustic conditions.

The following benchmarks are selected for their wide usage and relevance in evaluating general ASR performance:

• FLEURS [5]: FLEURS is a multilingual dataset derived from read Wikipedia sentences, designed to evaluate
speech systems across 102 languages. The English subset is used to assess robustness to speaker diversity and
accent variation in prompted, read speech.

• MLS (Multilingual LibriSpeech) [6]: A large-scale multilingual corpus derived from LibriVox audiobooks
across 8 languages: English, German, Dutch, French, Spanish, Italian, Portuguese, and Polish. We evaluate on
the English subset as well as selected high-resource languages to assess performance on clean read speech in
both monolingual and multilingual settings.

• AMI [7]: A meeting transcription dataset featuring spontaneous multi-speaker interactions with natural
disfluencies and overlaps. It represents the challenge of real-world, conversational ASR due to informal
dialogue and noisy environments in both near-field and far-field conditions.

• SD-QA (Spoken Dialectal Question Answering) [8]: A subset of VoiceBench benchmark [9], SD-QA
transcription task contains spoken questions with regional English dialects such as Indian, British, and
Australian. This benchmark evaluates performance under diverse accent conditions and real-world speaker
variability.

Figure 2 summarizes the word error rate (WER) results of Nova Sonic and select public model APIs on the aforemen-
tioned benchmarks. The prompts and API parameters used for running the benchmark are summarized in Appendix A.
Nova Sonic achieves state of the art ASR performance across both clean and acoustically challenging benchmarks.
Notably, in noisy and far-field conditions—such as AMI, which includes spontaneous speech, reverberation, and
background noise, Nova Sonic delivers significantly lower error rates.

1Results measured internally by Amazon for evaluation purposes using the GPT-4o API or Gemini 2.0 flash API, as applicable.
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Figure 2: ASR performance comparison across English benchmarks. Lower WER (%) is better.

We summarize multilingual ASR results on English, French, Italian, German, and Spanish for FLEURS and MLS in the
table. Nova Sonic compares favorably against all competing models on the MLS and FLEURS benchmarks.

Model FLEURS MLS
en es de fr it AVG en es de fr it AVG

GPT-4o Realtime (whisper-v2) 8.0 3.6 5.3 9.1 3.5 5.9 8.2 5.7 7.6 8.1 15.5 9.0
GPT-4o Realtime (gpt-4o-transcribe) 3.8 4.2 3.2 4.6 2.8 3.7 6.6 4.7 7.3 5.6 8.7 6.6
Gemini 2.0 flash 4.0 2.6 4.1 4.9 2.0 3.5 5.6 3.6 5.2 4.9 9.0 5.7
Nova Sonic 3.7 2.6 3.8 4.5 2.8 3.5 4.3 2.9 3.9 3.8 8.7 4.7

Table 1: Multilingual ASR performance (WER %) of Nova Sonic and public model APIs on MLS and FLEURS
benchmarks. Lower is better.

2.2 Speech generation and conversational metrics

Nova Sonic is a speech-to-speech foundation model that generates natural and contextual speech responses in real time
based on spoken input. By preserving conversation and acoustic context, it facilitates a high level of expressiveness and
fluency in interactive dialog.

To evaluate the quality of generated speech, we conducted human preference test on overall response quality. This
benchmark measures how natural, helpful, and coherent the full conversation feels to users, reflecting both the content
and delivery of the model’s responses in spoken interactions.

2.2.1 Evaluation dataset and methodology

To evaluate the subjective quality of speech generation, we use 200 task-oriented conversations from the CommonEval
set of the VoiceBench benchmark [9]. It consists of single-turn utterances designed to reflect realistic voice assistant
interactions, in a wide range of English dialects, acoustic environments and expressiveness.

For each evaluation sample, human annotators listened to two variants of the same conversation: each variant starts with
the same user input, followed by a response - one from Nova Sonic and one from a third-party model. Human annotators
were presented with each pair of variants in a random order, without knowing their origins. To ensure a rigorous,
consistent, and unbiased evaluation process, we worked with a third-party vendor to collect multiple annotations per
sample pair. Guidelines were provided to annotators to clarify assessment criteria and annotators were instructed
to judge based solely on the agent response quality, independent of timing gaps. The instructions used in human
evaluations are summarized in Appendix B.1.
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We benchmarked Nova Sonic against two available (via public APIs) conversational foundation models with speech
support: GPT-4o (Realtime API) and Gemini 2.0 flash (experimental). Inference for these models was conducted using
their real-time APIs via WebSocket endpoints. Appendix B.2 contains details of the voices and API parameters used in
our benchmark.

2.2.2 Overall response preference

Table 2 summarizes the percentage of pairwise comparisons where Nova Sonic was preferred (“win”), the third-party
model was preferred (“loss”), or the two were rated equally (“tie”). Across both feminine-sounding and masculine-
sounding American English voices, Nova Sonic was favored, suggesting that its responses are perceived as of higher
quality. These findings highlight Nova Sonic’s capability in generating high-quality speech responses.

Voice Third-party model Win (%) Tie (%) Loss (%)

American English (feminine) GPT-4o (Realtime API) 56.9 7.4 35.7
Gemini 2.0 flash (experimental) 60.2 12.2 27.6

American English (masculine) GPT-4o (Realtime API) 52.5 8.3 39.2
Gemini 2.0 flash (experimental) 64.3 10.8 24.9

Table 2: Human evaluation results for overall response preference on two American English voices. Each row compares
Nova Sonic against a third-party model.

In addition to American English, we conducted human preference studies for British English and Spanish to assess
Nova Sonic’s response quality in different accents and languages. Table 3 summarizes the human evaluation results
comparing Nova Sonic and GPT-4o (Realtime API) for British English. In order to evaluate the overall response quality
in this accent, we used Nova Sonic’s British English voice to re-create the evaluation samples described in Section 2.2.1.
For GPT-4o, we configured the prompt to elicit accented speech (refer to Appendix B.2 for details). We recruited human
annotators who were native British English speakers and were explicitly instructed to consider the authenticity of the
British accent when making judgments in addition to the standard instructions. We were unable to obtain consistently
authentic British English output from Gemini 2.0 flash (experimental), and therefore excluded it from this benchmark.
Table 4 summarizes the human evaluation results for Spanish, following the same protocol as British English.

Voice Third-party model Win (%) Tie (%) Loss (%)
British English (feminine) GPT-4o (Realtime API) 59.5 5.7 34.8

Table 3: Human evaluation results for overall response preference on British English voice. Each row compares Nova
Sonic against a third-party model.

Voice Third-party model Win (%) Tie (%) Loss (%)
Spanish (feminine) GPT-4o (Realtime API) 45.8 11.2 43.0

Spanish (masculine) GPT-4o (Realtime API) 53.3 7.0 39.7

Table 4: Human evaluation results for overall response preference on two Spanish voices. Each row compares Nova
Sonic against a third-party model.

2.3 Benchmarking instruction-following and Task Completion

To evaluate instruction-following and multi-step reasoning capabilities, we benchmarked Nova Sonic on speech-
based task completion datasets. These benchmarks assess how well models understand, interpret, and act on spoken
instructions in natural settings.

IFEval. We use the speech-adapted version of IFEval [10], from VoiceBench benchmark [9] that is designed to test
the instruction-following ability of voice assistants. IFEval consists of spoken prompts where models are required to
follow specific instructions and respond accordingly. To ensure suitability for voice interaction, the dataset is pre-filtered
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by VoiceBench to retain only samples containing fewer than 50 words and to exclude instructions that are difficult to
convey via speech. This filtering focuses the evaluation on realistic, spoken instruction scenarios, covering a wide range
of tasks that require precise interpretation and structured output.

BFCL. To evaluate task completion and structured decision-making through speech, we benchmarked Nova Sonic
on the Berkeley Function Calling Leaderboard v3 (BFCL).2 Stemming from the Gorilla project [11], the revamped
BFCL [12] benchmark evaluates a model’s ability to accurately call and utilize real-world functions, or tools, based on a
user’s natural language request. We evaluate on a filtered subset of BFCL-v3, retaining only single-turn single-function
and python-only calling tasks. Additionally, to ensure compatibility with spoken prompts, we excluded samples that
were too long or contained content unsuitable for vocalization, such as timestamps, UUIDs, nested lists, or non-English
content. We used Google text-to-speech (TTS)3 to transform the text prompts into speech. Details of prompts used for
this benchmark are in Appendix B.3

Table 5 shows that Nova Sonic achieves strong performance on both IFEval and BFCL, demonstrating its instruction-
following and function-calling capabilities in real-time speech settings.

IFEval BFCL

Overall
accuracy

Non-live
AST

Non-live
execution

Live
overall

Hallucination
relevance

Hallucination
irrele-
vance

Nova Sonic 79.1 70.5 83.6 81.7 64.8 73.3 74.7

GPT-4o (Realtime API) 80.2 78.1 88.8 81.2 69.8 60.0 88.0

Gemini 2.0 flash (exp) 66.7 74.0 85.5 69.1 65.2 60.0 85.3

Table 5: Instruction-following and function-calling performance across IFEval and the Berkeley Function Calling
Leaderboard (BFCL) v3. Higher is better for all metrics.

2.4 Runtime performance

We evaluate the latency performance of Nova Sonic model using the Time to First Audio (TTFA) metric. TTFA
measures the elapsed time from the completion of a user’s spoken query until the first byte of response audio is received.
This comprehensive metric encompasses all components of a speech-to-speech interaction, including input speech
processing, end-of-turn detection, response generation, and initial audio synthesis. As such, TTFA effectively quantifies
the end-to-end latency as perceived by users during conversational interactions.

In Table 6, we show the TTFA as reported by Artificial Analysis4, an independent entity that benchmarks AI models
and hosting providers. Nova Sonic demonstrates state-of-the-art response time.

Model Average TTFA (s) Median TTFA (s) 90th Percentile TTFA (s)
Nova Sonic 1.09 1.05 1.35
OpenAI 4o (Realtime API) 1.18 1.11 1.68
OpenAI 4o-mini (Realtime API) 1.29 1.36 1.90
Gemini 2.0 Flash (experimental) 1.41 1.24 2.24

Table 6: Time to First Audio (TTFA) comparison across different speech-to-speech models.

2BFCL is a fast-moving, live benchmark. We report results using the state of the repository and website leaderboard as of March
2nd, 2025 (commit c67d246)

3https://cloud.google.com/text-to-speech/docs/create-audio-text-client-libraries
4https://artificialanalysis.ai/ tested on March 26, 2025.
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3 Responsible AI

Our approach to Responsible AI (RAI) for Nova Sonic is grounded in the same foundational dimensions used across
the Nova family of foundation models [13]. These principles guide our work across every phase of model development:
from initial data collection and pre-training to the implementation of post-deployment evaluations. For Nova Sonic, we
extend these practices with additional safeguards tailored to the unique risks for speech-based models.

3.1 Ensuring adherence to RAI objectives

Nova Sonic adheres to the same Responsible AI principles as the Nova family of foundation models [13], with
adaptations specific to the speech modality. For dimensions focused on model behavior such as Fairness, Safety,
Robustness, Controllability and Privacy and Security, we follow similar training methods to Nova family of foundation
models to align our model. For Safety, we employ input and output moderation to detect unsafe, malicious, or alignment-
evasive prompts, ensuring safe real-time interactions. For Governance, we follow a rigorous working-backwards
development process that embeds RAI considerations at every phase, from design to deployment. In line with Privacy
and Security objectives, we apply access controls and remove certain types of personal data. For Transparency, we
embed a robust, nearly imperceptible watermark into all generated speech outputs. This watermark enables reliable
attribution of generated audio and will be publicly verifiable through an API to be released post-launch. We ensure
Fairness by training on a broad and diverse corpus of speech data spanning multiple languages, dialects, and speaker
demographics to reduce bias.

3.2 RAI Evaluation

RAI evaluation for Nova Sonic extends beyond standard benchmarks for text-based models. In addition to text-
based evaluation using tools like BOLD [14], RealToxicityPrompts [15], and MM-SafetyBench [16], we conduct
speech-specific evaluations across key dimensions:

• Fairness: We evaluate model performance across speaker age, gender, and accent to ensure equitable treatment
across diverse users.

• Safety: We assess not only the content of the response but also the delivery—ensuring that prosody and tone
remain appropriate.

• Privacy and Security: We verify that generated voices remain faithful to predefined voice profiles and do not
drift from intended output.

• Controllability: We validate that the model restricts generation to speech only and does not produce music or
sound effects.

• Transparency: We regularly audit the watermarking pipeline to confirm its reliability under transformations
and across deployment conditions.

These evaluations are performed in both single and multi-turn settings, and include samples in multiple languages and
speaking styles.

3.3 Red Teaming

Static benchmarks give us a view of how well models perform per RAI dimension against a user’s “plain” intent (i.e.
the prompts explicitly state the intent of the user to generate prohibited content). We rely on red teaming to test our
model’s resilience against techniques that mask the users’ intent. We conduct the same set of red-teaming effort on
Nova Sonic as the Amazon Nova family of models, evaluating the model’s output with both text and speech prompts.

In addition, Nova Sonic red teaming includes speech-specific risk areas such as:

• Voice drift and imitation: Ensuring the model does not unintentionally shift from intended output.
• Vocal tone misuse: Evaluating speaker tone generation and ensuring it does not lead to manipulative or

harmful interactions.
• Controllability Validating that the model does not generate non-speech content such as sound effects or music.

6



The Amazon Nova Sonic model

References
[1] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, and

Illia Polosukhin. Attention is all you need, 2023.

[2] Rafael Rafailov, Archit Sharma, Eric Mitchell, Christopher D Manning, Stefano Ermon, and Chelsea Finn. Direct
preference optimization: Your language model is secretly a reward model. In Thirty-seventh Conference on Neural
Information Processing Systems, 2023.

[3] John Schulman, Filip Wolski, Prafulla Dhariwal, Alec Radford, and Oleg Klimov. Proximal policy optimization
algorithms, 2017.

[4] Guan-Ting Lin, Prashanth Gurunath Shivakumar, Aditya Gourav, Yile Gu, Ankur Gandhe, Hung-yi Lee, and
Ivan Bulyko. Align-slm: Textless spoken language models with reinforcement learning from ai feedback. arXiv
preprint arXiv:2411.01834, 2024.

[5] Alexis Conneau, Min Ma, Simran Khanuja, Yu Zhang, Vera Axelrod, Siddharth Dalmia, Jason Riesa, Clara Rivera,
and Ankur Bapna. Fleurs: Few-shot learning evaluation of universal representations of speech. In 2022 IEEE
Spoken Language Technology Workshop (SLT), pages 798–805, 2023.

[6] Vineel Pratap, Qiantong Xu, Anuroop Sriram, Gabriel Synnaeve, and Ronan Collobert. Mls: A large-scale
multilingual dataset for speech research. In Interspeech 2020, pages 2757–2761, 2020.

[7] Jean Carletta, Simone Ashby, Sebastien Bourban, Mike Flynn, Mael Guillemot, Thomas Hain, Jaroslav Kadlec,
Vasilis Karaiskos, Wessel Kraaij, Melissa Kronenthal, Guillaume Lathoud, Mike Lincoln, Agnes Lisowska, Iain
McCowan, Wilfried Post, Dennis Reidsma, and Pierre Wellner. The ami meeting corpus: A pre-announcement.
In Steve Renals and Samy Bengio, editors, Machine Learning for Multimodal Interaction, pages 28–39, Berlin,
Heidelberg, 2006. Springer Berlin Heidelberg.

[8] Fahim Faisal, Sharlina Keshava, Md Mahfuz Ibn Alam, and Antonios Anastasopoulos. SD-QA: Spoken dialectal
question answering for the real world. In Marie-Francine Moens, Xuanjing Huang, Lucia Specia, and Scott
Wen-tau Yih, editors, Findings of the Association for Computational Linguistics: EMNLP 2021, pages 3296–3315,
Punta Cana, Dominican Republic, November 2021. Association for Computational Linguistics.

[9] Yiming Chen, Xianghu Yue, Chen Zhang, Gao Xiaoxue, Robby Tan, and Haizhou Li. Voicebench: Benchmarking
llm-based voice assistants, 10 2024.

[10] Jeffrey Zhou, Tianjian Lu, Swaroop Mishra, Siddhartha Brahma, Sujoy Basu, Yi Luan, Denny Zhou, and Le Hou.
Instruction-following evaluation for large language models. arXiv preprint arXiv:2311.07911, 2023.

[11] Shishir G. Patil, Tianjun Zhang, Xin Wang, and Joseph E. Gonzalez. Gorilla: Large language model connected
with massive APIs, 2023.

[12] Fanjia Yan, Huanzhi Mao, Charlie Cheng-Jie Ji, Tianjun Zhang, Shishir G. Patil, Ion Stoica, and Joseph E.
Gonzalez. Berkeley function calling leaderboard. 2024.

[13] Amazon Artificial General Intelligence. The amazon nova family of models: Technical report and model card.
Amazon Technical Reports, 2024.

[14] Jwala Dhamala, Tony Sun, Varun Kumar, Satyapriya Krishna, Yada Pruksachatkun, Kai-Wei Chang, and Rahul
Gupta. BOLD: Dataset and metrics for measuring biases in open-ended language generation. In Proceedings of
the 2021 ACM Conference on Fairness, Accountability, and Transparency, FAccT ’21, page 862–872, New York,
NY, USA, 2021. Association for Computing Machinery.

[15] Samuel Gehman, Suchin Gururangan, Maarten Sap, Yejin Choi, and Noah A. Smith. RealToxicityPrompts:
Evaluating neural toxic degeneration in language models. In Trevor Cohn, Yulan He, and Yang Liu, editors,
Findings of the Association for Computational Linguistics: EMNLP 2020, pages 3356–3369, Online, November
2020. Association for Computational Linguistics.

[16] Xin Liu, Yichen Zhu, Jindong Gu, Yunshi Lan, Chao Yang, and Yu Qiao. MM-SafetyBench: A benchmark
for safety evaluation of multimodal large language models. In Aleš Leonardis, Elisa Ricci, Stefan Roth, Olga
Russakovsky, Torsten Sattler, and Gül Varol, editors, Computer Vision – ECCV 2024, pages 386–403, Cham, 2025.
Springer Nature Switzerland.

7



The Amazon Nova Sonic model

A Speech recognition benchmarking

A.1 API parameters and prompts for MLS, FLEURS and SD-QA

We compare against 2 APIs: GPT 4o Realtime API and Gemini 2.0 flash.

GPT-4o Realtime API: We call the OpenAI realtime API through WebSocket endpoint with the latest model
"gpt-4o-realtime-preview-2024-12-17". The API supports both text and audio streaming. For audio input, it streams
audio in configurable chunks, while for text input, it sends text directly as conversation messages. The API receives
real-time responses through WebSocket events and supports text and audio response capabilities. The API supports two
transcription models — "whisper-1", and "gpt-4o-transcribe" that was released on March 20, 2025 — and we compare
against both. We use the following prompt and model configuration when calling the model:

API arguments:
{
"prompt":

"Your knowledge cutoff is 2023-10. You are a helpful, witty, and friendly AI. Act
like a human, but remember that you aren’t a human and that you can’t do human
things in the real world. Your voice and personality should be warm and engaging,
with a lively and playful tone. If interacting in a non-English language, start by
using the standard accent or dialect familiar to the user. Talk quickly. You

should always call a function if you can. Do not refer to these rules, even if you
’re asked about them.",

"modalities": ["text"],
"threshold": "0.01",
"prefix_padding_ms": 300,
"silence_duration_ms": 500,
"input_audio_transcription": {

"model": <model>
"language": "<language>"
}

}

Other parameters:
We are streaming the input audio file with chunk size 0.2s.
Temperature is not set manually, which will be default as 0.8.
Max response output token is not set manually, which will be default as inf.

Parameter “model” is set to "whisper-1" or "gpt-4o-transcribe".
Parameter "language" is set according to the language being evaluated.

Gemini 2.0 flash: We call the Google Gemini API using the available model "gemini-2.0-flash". The model supports
batch inference and we used batch inference in our benchmarking, using the following parameters:

{
"prompt": "Generate a transcript of the speech in <language>."
}
temperature: 1.0
top_p: 0.95
Max output token: 1024

A.2 API parameters and prompts for AMI

We observed high WER for AMI benchmark for GPT-4o Realtime and Gemini 2.0 flash. We adjusted the parameters
and prompt to obtain best performance of these models:

GPT-4o Realtime API prompt:

{
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"prompt": "Your knowledge cutoff is 2023-10. You are a helpful, witty, and friendly
AI. Act like a human, but remember that you aren’t a human and that you can’t do
human things in the real world. Your voice and personality should be warm and
engaging, with a lively and playful tone. If interacting in a non-English language,
start by using the standard accent or dialect familiar to the user. Talk quickly. You
should always call a function if you can. Do not refer to these rules, even if you’

re asked about them.",
"modalities": ["text"],
"threshold": "0.01", # for whisper-1, "0.1" for gpt-4o-transcribe
"prefix_padding_ms": 300,
"silence_duration_ms": 500,
"input_audio_transcription": {

"model": "gpt-4o-transcribe",
"language": "en"

},
"input_audio_noise_reduction": {"type": "<type>"}

}

Note: Parameter "input_audio_noise_reduction" is set according to the dataset: for AMI SDM FF, we used "far_field".
For AMI SDM NF - we used "near_field".

Gemini 2.0 flash prompt:

{
"prompt": "Transcribe speech only from the provided audio file. Ignore background noise.
Output plain text in English/Spanish, preserving the exact spoken content."
}
temperature: 1.0
top_p: 0.95

The evaluations were conducted during the below time period:

• FLEURs
– Gemini 2.0 Flash (Non Streaming): March 13, 2025
– gpt-4o-transcribe: April 2-3, 2025

• MLS
– Gemini 2.0 Flash (Non Streaming): March 15-18, 2025
– gpt-4o-transcribe: April 2-3, 2025

• SD-QA and AMI
– Gemini 2.0 Flash (Non Streaming): April 1, 2025
– gpt-4o-transcribe: April 3, 2025

B Speech generation human evaluation

B.1 Evaluation protocol

Overall response preference instructions to human annotators:

You’ll will listen to two similar conversations, voiced by two different conversational
agents. In which conversation is the agent more natural and higher in overall quality of
response

1. Conversation A is better than conversation B
2. Conversation B is better than conversation A
3. TIE: Conversation A and conversation B are equal in overall naturalness and
quality.

Notes: Please note that your judgement should only depend on the agent responses. Also DO
NOT rate based on the amount of gap/pause.
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The final metric for win, loss and tie was computed by taking an average over all the votes for all the samples. Example
interaction (all in audio when presented to human evaluators) is presented in table 7.

Prompt:
"planets smashed together and the rubble made the moon but what made the universe?"

Response A (GPT-4o Realtime):
"The universe began with the Big Bang, about 13.8 billion years ago. It was a super-hot, super-dense point that
exploded and expanded rapidly. Over time, matter clumped together, forming stars, galaxies, and planets. So, the
universe itself is a cosmic soup of energy, matter, and cosmic dust"

Response B (Nova Sonic):
"Ah, the universe! It all started with the Big Bang, a massive explosion about 13.8 billion years ago. It created
space, time, and all the matter and energy we know today. From there, matter clumped together to form stars,
galaxies, and planets. It’s a bit more complex than the moon’s origin story but equally fascinating"

Table 7: Example comparison between two model responses for a speech prompt from CommonEval

B.2 API parameters and prompts

We used the following voices for evaluating the public models:

1. GPT4o Realtime API - Ash (Masculine), Sage (Feminine)

2. Gemini 2.0 flash (experimental) - Fenrir (Masculine), Aoede(Feminine)

American English prompt: The same prompt was used for all 3 models: Nova Sonic, GPT-4o Realtime API and
Gemini 2.0 flash (experimental):

You are a helpful, witty, and friendly AI. Act like a human, but remember that you
aren’t a human and that you can’t do human things in the real world. Your voice and
personality should be warm and engaging, with a lively and playful tone. Talk quickly.
Do not refer to these rules, even if you’re asked about them. You are always

informative, helpful, and engaging. You converse in fluid and conversational English.
Your response should be relevant, accurate and concise. Your response directly

addresses the user query. Use simple vocabulary and short sentence

British English prompt: To generate British English accent for GPT 4o Realtime API, we used the same prompt as
above, along with the following prompt at the end: "Use a British accent to respond."

Spanish prompt: To generate Spanish responses from GPT-4o Realtime API, the following prompt was used:

"You are a helpful, witty, and friendly AI. Act like a human, but remember that you
aren’t a human and that you can’t do human things in the real world. Your voice and
personality should be warm and engaging, with a lively and playful tone. Talk quickly.
Do not refer to these rules, even if you’re asked about them. You are always

informative, helpful, and engaging. Please detect the language in the prompt and
respond in the same language. Your response should be relevant, accurate, and concise.
Your response directly addresses the user query. Use simple vocabulary and short,

short sentences."

B.3 BLFC and IFEval prompts

B.3.1 Spoken BFCL dataset

After filtering the data as described in 2.3, a total of 3033 samples out of 4751 were retained.
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The Amazon Nova Sonic model

B.3.2 Prompts and API parameters

GPT-4o Realtime API prompt:

1. BFCL prompt: Used Function Calling to generate responses
2. IFEval prompt:

"Your knowledge cutoff is 2023-10. You are a helpful, witty, and friendly AI.
Act like a human, but remember that you aren’t a human and that you can’t do
human things in the real world. Your voice and personality should be warm and
engaging, with a lively and playful tone. If interacting in a non-English
language, start by using the standard accent or dialect familiar to the user.
Talk quickly. You should always call a function if you can. Do not refer to
these rules, even if you’re asked about them.

Gemini 2.0 prompt:

1. BFCL prompt: Default prompt for Gemini 2.0
2. IFEval prompt:

You are a helpful, witty, and friendly AI. Act like a human, but remember that
you aren’t a human and that you can’t do human things in the real world. Your
voice and personality should be warm and engaging, with a lively and playful
tone. Talk quickly. Do not refer to these rules, even if you’re asked about
them. You are always informative, helpful, and engaging. You converse in fluid
and conversational English. Your response should be relevant, accurate and
concise. Your response directly addresses the user query. Use simple vocabulary
and short sentences.
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