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Abstract

In this paper, we study the problem of generating mispronounced speech mimicking non-native (L2) speakers learning English as a Second Language (ESL) for the mispronunciation detection and diagnosis (MDD) task. The paper is motivated by the widely observed yet not well addressed data sparsity issue in MDD research where both L2 speech audio and its fine-grained phonetic annotations are difficult to obtain, leading to unsatisfactory mispronunciation feedback accuracy. We propose L2-GEN, a new data augmentation framework to generate L2 phoneme sequences that capture realistic mispronunciation patterns by devising an unique machine translation-based sequence paraphrasing model. A novel diversified and preference-aware decoding algorithm is proposed to generalize L2-GEN to handle both unseen words and new learner population with very limited L2 training data. A contrastive augmentation technique is further designed to optimize MDD performance improvements with the generated synthetic L2 data. We evaluate L2-GEN on public L2-ARCTIC and SpeechOcean762 datasets. The results have shown that L2-GEN leads to up to 3.9%, and 5.0% MDD F1-score improvements in in-domain and out-of-domain scenarios respectively.

Index Terms: mispronunciation diagnosis, speech synthesis, sequence-to-sequence model, machine translation

1. Introduction

Mispronunciation detection and diagnosis (MDD) is a core component in computer-assisted pronunciation training (CAPT) system. MDD identifies pronunciation errors and provides corrective feedback to guide non-native (L2) language learners [1]. In the past decade, significant progress has been made in addressing the MDD task and various models have been proposed [2, 3, 4, 5, 6, 7, 8]. A key technical challenge for these models is “data sparsity”. In specific, MDD requires fine-grained diagnosis of pronunciation quality, which means manual annotation at the phoneme level for L2 speech is often required for training these models [7]. Such annotation efforts are extremely time-consuming and labor intensive [9, 10]. In existing literature, there are two orthogonal directions to address this L2 data sparsity issue. One is to eliminate MDD model’s dependency on L2 training data via weakly supervised [11] or unsupervised [12] learning techniques. The other direction is to perform data augmentation by generating new L2 training examples [13, 14, 15, 16, 17, 18], which is the focus of this work.

A naive approach for L2 data augmentation is to automatically transcribe existing L2 speech with forced-alignment models to generate corresponding phoneme annotations [13]. However, this approach does not capture pronunciation errors and leads to poor annotation accuracy for non-native speech. Moreover, obtaining additional L2 speech itself is difficult, resulting in a very limited set of L2 data to be annotated [19]. This paper focuses on the alternative direction where one can first generate L2 mispronounced phoneme sequences by replacing phonemes in the reference L1 speech, and then synthesize audio from the generated L2 phonemes. L2 phoneme replacements may be sampled randomly [14] or based on the probability distribution of phonemes to gain knowledge from the actual mispronunciations patterns [15]. Alternatively, phoneme-to-phoneme (P2P) models can generate mispronounced speech by perturbing the phoneme sequence of the corresponding L1 speech with decision trees [16] or deep learning techniques [17]. More recently, Korzekwa et al. further proposed two new L2 data synthesis techniques including Text-to-Speech (T2S), and Speech-to-Speech (S2S) models [18].

In this paper, we introduce L2-GEN, a new data augmentation framework to generate L2 phoneme sequences and corresponding speech that captures mispronunciation patterns from real-world non-native ESL learners. L2-GEN takes a unique perspective of mapping the L2 phoneme generation problem to a paraphrasing problem in natural language generation (NLG) domain and proposes a machine learning-based L1-to-L2 phoneme paraphrasing model to produce a set of L2 phoneme sequences given any L1 reference phonemes.

L2-GEN jointly addresses two critical challenges that have not been well studied in existing work above. First, L2-GEN generates realistic L2 phoneme sequences that can capture mispronunciation patterns from real-world ESL learners, given limited L2 training data. This is in sharp contrast to phoneme replacement approaches mentioned above [14, 15] that randomly replace L1 phonemes, and therefore result in unrealistic or even unpronounceable phoneme sequences. L2-GEN addresses this challenge by jointly learning “where” and “what” phonemes to replace via a principled sequence-to-sequence (Seq2Seq) paraphrasing framework. Second, L2-GEN generates L2 phoneme sequences that can be generalizable to infer mispronounced phoneme sequences for unseen words as well as to produce mispronunciation patterns that are completely absent or rare in the training data. This challenge is crucial and practical in the L2 data sparsity scenario. To address generalizability challenge, a novel diversified and preference-aware decoding algorithm is proposed to jointly leverage limited L2 training data and external knowledge base to generate diversified L2 phoneme sequences with locale-specific mispronunciation patterns. L2-GEN further includes a novel contrastive data augmentation technique to improve the MDD model performance with generated L2 synthetic data.

We evaluate the proposed L2-GEN framework on two public datasets – L2-ARCTIC [13] and SpeechOcean762 [19]. The results have shown that the proposed framework increases the F1-score of detecting mispronunciations by up to 3.9%, and achieves 5.0% F1-score increase when adapting to a new locale.
2. The L2-GEN Framework

2.1. Overview

The L2-GEN framework is composed of four major components as illustrated in Figure 1: ① a Seq2Seq-based L1-L2 phoneme paraphrasing model that generates realistic L2 mispronounced phonemes of a word given its L1 reference phonemes; ② a diversified and preference-aware decoding (DPAD) module that incorporates external knowledge to produce diverse and generalizable L2 phoneme sequences; ③ a contrastive data augmentation module that samples and combines L1 and L2 phonemes into contrastive training pairs to improve MDD’s sensitivity towards confusing phonemes; and ④ a neural Text-to-Speech (TTS) module that generates the audio for the generated mispronounced phoneme sequences. We present the details of each module below.

2.2. Seq2Seq Model for L1-L2 Phoneme Paraphrasing

The first and most critical stage of L2-GEN is to generate mispronounced L2 phoneme sequences that mimic L2 speech. We found the L2 phoneme generation problem can be mapped to the paraphrasing problem in natural language generation (NLG) domain. In specific, we can treat a L1 reference phoneme sequence of a word as the source text and its corresponding mispronounced L2 phoneme sequences as “paraphrased” target texts. In this work, we adapt the Transformer-based Seq2Seq machine translation model [20], which is the state-of-the-art model for generating paraphrases. To improve the generalizability to handle unseen words, we utilize the idea of character tokenization [21], and tokenize L1-L2 phoneme sequence pairs at the monophone level to avoid out-of-vocabulary cases. We show the example tokenized L1-L2 pairs for training and inference in Table 1 and how it handles an unseen word during inference. A small corpus of L1-L2 phoneme sequence pairs (referred to as “seed training data” in Figure 1) is needed to train the Seq2Seq model.

<table>
<thead>
<tr>
<th>Training</th>
<th>Text</th>
<th>Source (L1)</th>
<th>Target (L2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apple</td>
<td>/æ pʊ u</td>
<td>/æ bʊ u</td>
<td></td>
</tr>
<tr>
<td>Rabbit</td>
<td>/æ bʊ u</td>
<td>/æ bʊ u</td>
<td></td>
</tr>
<tr>
<td>Inference</td>
<td>Rampant</td>
<td>/æ m pʊ nʊ</td>
<td>/æ m bʊ nʊ</td>
</tr>
</tbody>
</table>

Table 1: Example L1-L2 Data for Training and Inference.

2.3. Diversified and Preference-Aware Decoding

Next, we present the diversified and preference-aware decoding (DPAD) module to further improve generalizability for the generated L2 phoneme sequences. A fundamental way to improve generalizability of a sequence generation model is by diversifying the generated sequences [22]. Following this idea, instead of having a single L2 phoneme output, we produce the top L2 phoneme candidates from the Seq2Seq model by extending the beam search (BS) decoding algorithm.

The BS algorithm stores the top-K phoneme candidates \( P_{t-1} = \{ p_1, p_2, ..., p_K \} \) before each decoding time step \( t \); where \( K \) is known as the beam width. Then, BS will enumerate all possible monophone extensions (denoted as \( P_{t-1} \times N \)) of each of these \( K \) partial phoneme candidates, and pick the top-K candidate phonemes for the next step:

\[
P_t = \arg\max_{p_t | p_1, p_2, ..., p_{t-1}} \sum_{k \in K} \Theta(p_k | p_t, P_{t-1})
\]

where \( N \) is the phoneme set. \( \Theta(p_k | p_t, P_{t-1}) \) is the log-likelihood of generating \( p_k | p_t \) given a L1 reference phoneme sequence (\( R \)) and previously generated phonemes \( P_{t-1} \):

\[
\Theta(p_k | p_t, P_{t-1}) = \log Pr(p_k | p_t, P_{t-1}; R)
\]

The key limitation for this BS formulation is that the top-K phoneme candidates are observed to result in a lack of diversity (i.e., consists of similar mispronunciation patterns that are dominant in the training data) [23], making the L2 sequences hard to generalize to under-represented pronunciation patterns.

To introduce diversity, we adopt the diversified beam search technique [24]. We first define \( G \) diversified beam groups, each of which has beam width of \( K' = |K/G| \). The intuition is to ensure that a phoneme will have a higher chance to be selected if it is different from phonemes in all other groups, consequently creating more diversity. Specifically, during the decoding step for group \( g \in G \), for each candidate monophone \( p \), we define a diversity term (\( \Delta \)) as the dissimilarity between this monophone and the predicted phonemes in all other diversity groups (\( g \)):

\[
\Delta(p_{t-1}, \tilde{g}) = \lambda \cdot \sum_{h \in G \setminus g} \sum_{p_{t-1} \in P_{t-1}} dist(p, p_{t-1})
\]

where \( \lambda \) is a normalization scalar that maps \( \Delta(p_{t-1}, \tilde{g}) \) to [0,1]. \( dist(\cdot) \) is the edit distance between two phoneme sequences.

We then introduce a novel preference term to regulate BS to be biased towards specific mispronunciation patterns. The intuition for introducing the preference term is two-fold: 1) it allows L2-GEN to produce mispronunciation patterns that are locale-specific (e.g., common mispronunciation patterns for native Mandarin speakers learning English); and 2) it enables generalizability towards unseen mispronunciation patterns if L2 data for certain locale is under-represented or absent in the training data. We first define "preference" as a set of \( M \) mispronunciation patterns \( C := \{ c_1, c_2, ..., c_M \} \), where \( r \) and \( e \) refers to reference phoneme and mispronounced phoneme respectively. These mispronunciation patterns are collected from external ESL knowledge base that summarizes locale-specific mispronunciation patterns (e.g., common En-
lish mispronunciation patterns for L1 Mandarin speakers [25]). We then define the preference term $\Phi(C; p_{\mathfrak{g}})$ as whether a candidate phoneme $p_{\mathfrak{g}}$ satisfies preference $C$. Formally we have:

$$\Phi(C; p_{\mathfrak{g}}) = \begin{cases} 1 & \text{if } p_{\mathfrak{g}} > C \\ 0 & \text{otherwise} \end{cases}$$

(4)

where $p_{\mathfrak{g}}$ is the source L1 phoneme(s) corresponding to $p_{\mathfrak{g}}$ at decoding step $t$, which can be derived via source-target alignment based on attention weights [26].

Combining the beam search formulation in Eq. 1, the diversity term in Eq. 3, and the preference term in Eq. 4, the objective of the decoding process can be formulated as:

$$P^g_{[t]} = \arg\max_{p^g_{[t]}} \left\{ \sum_{k \in K^g} \Theta(p^g_{[t]}; k) + \Delta(p^g_{[t]}; g) + \beta \cdot \Phi(C; p^g_{[t]}) \prod_{s \leq t, p^g_{s} \neq p^g_{[t]} \in P^g_{\mathfrak{g}}} \phi(\bar{p}^g_{s}; \mathfrak{g}) \right\}$$

(5)

where $P^g_{[t]}$ is the decoded phoneme sequence at step $t$ in diversity group $g$. $\beta$ is a tunable weight that models the trade-off between diversity and preference. Jointly optimizing Eq. 5 for all $K$ candidates and for all groups is intractable as the search space grows with $|X|^K$. Following [24], DPAD greedily optimizes each diversity group detailed in Alg. 1.

Algorithm 1 Diversified and Preference-Aware Decoding

1: Perform a DPAD decoding with G groups using a beam width of K.
2: for $1 \leq t \leq T$ do
3: $// Perform normal BS for group 1$
4: $\hat{p}^1_{[t]} \leftarrow \arg\max_{p^1_{[t]}} \sum_{k \in K^1} \Theta(p^1_{[t]}; k) \prod_{s \leq t, p^1_{s} \neq \hat{p}^1_{[t]} \in P^1_{\mathfrak{g}}} \phi(\bar{p}^1_{s}; \mathfrak{g})$
5: $\Pi_{\mathfrak{g}} \leftarrow \arg\max_{p_{\mathfrak{g}} \in P^1_{\mathfrak{g}}} \Theta(\hat{p}^1_{[t]}; p_{\mathfrak{g}}) + \Delta(\hat{p}^1_{[t]}; \mathfrak{g}) + \beta \cdot \Phi(C; \hat{p}^1_{[t]})$
6: $// Update log-probabilities with diversity and preference terms$
7: $\Theta(p_{\mathfrak{g}}; k) \leftarrow \Theta(p_{\mathfrak{g}}; k) + \Delta(p_{\mathfrak{g}}; \mathfrak{g}) + \beta \cdot \Phi(C; p_{\mathfrak{g}})$
8: $// Run normal BS within the group$
9: $P^g_{[t]} \leftarrow \arg\max_{p^g_{[t]} \in P^1_{\mathfrak{g}}} \prod_{s \leq t, p^g_{s} \neq p^g_{[t]} \in P^g_{\mathfrak{g}}} \phi(\bar{p}^g_{s}; \mathfrak{g}) \prod_{k \in K^g} \Theta(p^g_{[t]}; k)$
10: end for
11: end for
12: Return K solutions $\{P^g_{[T]}\}_{g=1}^G$

2.4. Data Augmentation with Contrastive Samples

Next, we present a simple and effective contrastive data augmentation approach to improve MDD performance by using the L2 phoneme sequences generated by the proposed Seq2Seq model above. The idea is to use L1 reference phoneme sequence of a word and its synthetically generated L2 (mispronounced) phoneme counterparts together as a single sentence and serve as one training sample for MDD. The idea follows adversarial sampling in contrastive learning [27] which improves model’s sensitivity in distinguish pronunciation differences by combining confusing samples together during training. For example, assuming L2-GEN produces generates L2 samples for input “/mæθ/” (math) as “/mæs/” and “/mas/” as illustrated in Figure 2. Then the concatenated phoneme sequence “/mæθ, mas, mæs/” will be used as the training data to help the MDD model to distinguish the sound difference for /s/ vs. /θ/ and /a/ vs. /æ/. We use all L1 reference phoneme sequences from CMU Pronouncing Dictionary (cmudict) [28] as input for DPAD to generate L2 mispronunciations.

2.5. L2 Speech Synthesis

Finally, L2-GEN leverages TTS system to generate the corresponding audio to the contrastive phoneme sequences generated above for MDD training. We utilizes Amazon-proprietary Polly TTS system [29, 30] that can take a custom phoneme sequence as input and generate naturally sounding speech using a neural vocoder [31]. We select 7 difference speaker profiles including 4 female, 1 male adult, and 2 male kids.

![Figure 2: DPAD and Contrastive Augmentation (K = 2, |G| = 2, L1 = /mæθ/). In step t=1, the diversity term allows DPAD to generate diverse L2 pronunciations /a/ vs. /æ/ for each group. In step t=2, both groups choose /s/ due to the preference term.](image)

3. Experiments

3.1. Dataset and Metrics

We consider two evaluation scenarios: in-domain scenario where training and test sets have L2 data from the same locales of ESL learners. Out-of-domain scenario mimics a locale expansion situation where no L2 training data is provided for a new locale. We use L2-ARCTIC [13] as our in-domain L2 dataset. The L2-ARCTIC training set is used to both train MDD model as well as serving as the seed training data for L2-GEN. To emulate a data sparsity scenario, we randomly selected 20% of L2-ARCTIC training data. We added extra TIMIT corpus as training data [32] which is commonly used in MDD training. We use the test split of the SpeechOcean762 [19] as out-of-domain test set, representing a new learning population whose native language is Mandarin. All speech data was downsampled to 16 kHz. The dataset statistics are summarized in Table 2. Following previous work [14, 6], we chose False rejection Rate (FRR), False Acceptance Rate (FAR), Precision, Recall, and F1-score as evaluation metrics for MDD performance.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>L2-ARCTIC</th>
<th>SpeechOcean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speakers</td>
<td>630</td>
<td>12</td>
</tr>
<tr>
<td>Hours</td>
<td>4.5</td>
<td>1.94</td>
</tr>
<tr>
<td>Utterances</td>
<td>6300</td>
<td>1800</td>
</tr>
<tr>
<td>L1 Language</td>
<td>English</td>
<td>Spanish, Hindi, Korean, Mandarin, Arabic, Vietnamese</td>
</tr>
<tr>
<td>Mandarin</td>
<td>125</td>
<td>2.29</td>
</tr>
</tbody>
</table>

Table 2: Dataset Summary.

3.2. Model Training and Setup Details

We adopt the state-of-the-art end-to-end MDD model proposed by [33]. The model consists of a Wave2Vec2.0-base encoder and decoder with the CTC loss function. The model was trained for 100 epochs. We use a Transformer-based Seq2Seq model by [20] that has 6 layers for both encoder and decoder. Each of the self-attention mechanism contains 8 heads. The model is trained with a dropout of 0.15 and cross-entropy loss function. We set the DPAD’s default preference weight $\beta = 1$ for Mandarin training samples removed for out-of-domain scenario.
out-of-domain scenario and $\beta = 0$ for in-domain, beam width $K = 6$, and groups $G = 2$. The parameters were heuristically selected that optimized the F1-score on L2-ARCTIC dev set. To incorporate preference, we use external knowledge of common mispronunciation patterns for native Mandarin speakers [25]. Both Seq2Seq and MDD models were trained on a single Nvidia Tesla V100 GPU.

$$\begin{array}{l|cccccc} \text{Candidate} & \text{FAR} & \text{FRR} & \text{Pre} & \text{Rec} & \text{F1} \\
\hline \text{None} & 0.440 & 0.091 & 0.523 & 0.541 & 0.532 \\
\text{SIMP-AUG} & 0.422 & 0.103 & 0.538 & 0.543 & 0.541 \\
\text{P2P-SMT} & 0.418 & 0.120 & 0.528 & 0.543 & 0.535 \\
\text{P2P-Replace} & 0.426 & 0.097 & 0.529 & 0.543 & 0.536 \\
\text{L2-GEN} & 0.423 & 0.094 & 0.557 & 0.548 & 0.553 \\
\end{array}$$

Table 3: Data Augmentation Performance for L2-ARCTIC.

$$\begin{array}{l|cccccc} \text{Candidate} & \text{SpeechOcean/62 (New Domain)} & \text{FAR} & \text{FRR} & \text{Pre} & \text{Rec} & \text{F1} \\
\hline \text{None} & 0.571 & 0.158 & 0.490 & 0.463 & 0.476 \\
\text{SIMP-AUG} & 0.565 & 0.155 & 0.499 & 0.470 & 0.484 \\
\text{P2P-SMT} & 0.582 & 0.161 & 0.485 & 0.460 & 0.472 \\
\text{P2P-Replace} & 0.563 & 0.161 & 0.490 & 0.465 & 0.477 \\
\text{L2-GEN} & 0.558 & 0.152 & 0.498 & 0.502 & 0.500 \\
\end{array}$$

Table 4: Data Augmentation Performance for SpeechOcean.

### 3.3. MDD Accuracy w.r.t Data Augmentation Algorithms

We first evaluate the effect of L2-GEN by comparing it with existing state-of-the-art data augmentation algorithms. We chose the following baselines: None that has no data augmentation applied; SIMP_AUG in [14] that combines a set of heuristic phoneme replacement strategies including replacing consonants and confusing pairs; P2P-SMT in [34] that applies a statistical machine translation (SMT) model originally designed for dialect conversion; and P2P-Replace that randomly replaces phonemes. To have a fair comparison for all candidates, we generate 20,000 synthetic L2 data using the same contrastive augmentation strategy proposed in this paper. For the out-of-domain scenario, we removed Mandarin speakers in the L2-ARCTIC training data to emulate the scenario where no L2 data is available for Mandarin ESL learners.

The results are listed in Tables 3 and 4. For in-domain scenario, L2-GEN outperforms all baselines in terms of FRR, Precision, Recall, and F1-scores. In particular, it has achieved 3.93% F1-score improvement compared to no data augmentation. For the domain transfer scenario, the L2-GEN performance improves by a wider margin over the other baselines and results in 5.0% gain over the no data augmentation candidate. The performance gaps between L2-GEN and other baselines also increase. We attribute this finding to the fact that L2-GEN is able to generate mispronunciation patterns that are specific to Mandarin ESL learners thanks to the preference term in the DAPD process. In contrast, the heuristic algorithms proposed in baselines are not designed to generalize to new domain. The above findings highlight that L2-GEN can produce generalizable L2 training data to better improve MDD in both data sparse in-domain scenario as well as when adapting to a new locale.

### 3.4. Ablation Study

We now investigate which elements of L2-GEN contribute the most to its performance. Along with the L2-GEN framework we trained additional variants each with a certain feature removed - including the diversity term (w/o Diversity), the preference term (w/o Preference). We also remove the contrastive augmentation by randomly concatenating L2 phoneme sequences as augmented data (w/o Contrastive). The results are summarized in Table 5. Note that, for in-domain scenario, we discard the preference term because the mispronunciation patterns already exist in training data, whereas in out-of-domain scenario, we need the preference term to inject mispronunciation patterns for Mandarin speakers which are absent in training. We can observe that all components contribute to the performance improvements whereas the diversity term and preference term contribute the most in in-domain and out-of-domain scenario respectively. The contrastive augmentation has the least improvement contribution in both cases.

$$\begin{array}{l|cccc} \text{Model} & \text{FAR} & \text{FRR} & \text{F1} \\
\hline \text{L2-ARCTIC (In-Domain)} & \text{none} & 0.436 & 0.101 & 0.540(-2.24\%) \\
\text{L2-GEN Full} & 0.423 & 0.094 & 0.553 \\
\text{L2-GEN w/o Diversity} & 0.563 & 0.157 & 0.499(-0.91\%) \\
\text{L2-GEN w/o Preference} & 0.569 & 0.165 & 0.484(-3.81\%) \\
\text{L2-GEN w/o Contrastive} & 0.557 & 0.155 & 0.501(-0.54\%) \\
\end{array}$$

Table 5: Ablation Study.

### 3.5. Robustness w.r.t. MDD Model Choice

Finally, we study L2-GEN’s robustness against different MDD model choices. Here, we chose variations of Wav2vec2.0 based models including Wav2Vec2.0\_large, and Wav2Vec2.0\_XLSR [35], as well as CTC-ATT that has an alternative MDD model architecture using bi-LSMT + Attention mechanism [14]. We found, the FRR rate for CTC-ATT became worse. We attribute to the fact that contrastive sampling causes the CTC-ATT model to be too sensitive towards pronunciation differences, thus causing higher false rejects. However in general, the synthetic L2 data generated by L2-GEN can consistently improve MDD F1-score for all candidate models. The results suggests that L2-GEN can be generalizable to improve different MDD models.

$$\begin{array}{l|cccc} \text{MDD Model Type} & \text{FAR} & \text{FRR} & \text{F1} \\
\hline \text{Wav2Vec2.0\_large} & \text{none} & 0.440 & 0.102 & 0.530 \\
\text{Wav2Vec2.0\_XLSR} & \text{none} & 0.435 & 0.089 & 0.546 \\
\text{CTC-ATT} & \text{none} & 0.524 & 0.087 & 0.476 \\
\text{L2-GEN Full} & 0.493 & 0.094 & 0.490 \\
\end{array}$$

Table 6: Robustness w.r.t. MDD Models.

### 4. Conclusions

In this paper, we present L2-GEN, a novel framework for generating annotated synthetic L2 Speech generation framework. Compared to existing work, L2-GEN can synthesize realistic L2 phonemes sequences by building a novel Seq2Seq phoneme paraphrasing model. A diversified and preference-aware decoding scheme was proposed to improve the generalizability of L2-GEN by jointly diversifying the beam search process as well as leveraging known mispronunciation patterns from external knowledge. Empirical experiments have demonstrated the effectiveness of L2-GEN in improving MDD accuracy with only limited L2 data and when transferring to a new locale.
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