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Abstract

Many time series applications require access to multi-step forecast trajectories in
the form of sample paths. Recently, time series foundation models have leveraged
multi-step lookahead predictions to improve the quality and efficiency of multi-step
forecasts. However, these models only predict independent marginal distributions
for each time step, rather than a full joint predictive distribution. To generate
forecast sample paths with realistic correlation structures, one typically resorts
to autoregressive sampling, which can be extremely expensive. In this paper, we
present a copula-based approach to efficiently generate accurate, correlated sample
paths from existing multi-step time series foundation models in one forward pass.
Our copula-based approach generates correlated sample paths orders of magnitude
faster than autoregressive sampling, and it yields improved sample path quality by
mitigating the snowballing error phenomenon.

1 Introduction
In recent years, time series foundation models (TSFMs) have received significant attention, in some
cases outperforming statistical and deep learning methods on some public time series forecasting
benchmarks. One common characteristic of top-performing TSFMs, including TimesFM [Das et al.,
2024], Chronos-Bolt [Ansari et al., 2024], and TiRex [Auer et al., 2025], is their ability to make
multi-step predictions in a single forward pass. That is, given an input time series x1:T , these
multi-step models produce probabilistic forecasts pθ(xT+i | x1:T ) simultaneously for multiple future
horizons i = 1, 2, . . . ,H . This feature has allowed recent TSFMs to make improved predictions over
longer horizons, and it has increased the efficiency of both training and inference.

Multi-step TSFMs produce marginal predictive distributions pθ(xT+i | x1:T ), rather than a full
joint predictive distribution p(xT+1 :T+H | x1:T ). This is an important limitation because in many
practical scenarios, having access to a full joint distribution is crucial [Wen et al., 2021]. For instance,
a joint predictive distribution allows practitioners to estimate conditional probabilities, such as
p(xT+4 | xT+2 > c), and to estimate statistics over arbitrary aggregation windows, such as the 90th
percentile estimate q90(xT+5 + xT+6 + xT+7). Joint distributions can also be represented implicitly
via sample paths — possible forecast trajectories xT+i :T+K drawn from the predictive distribution.
These sample paths are used as inputs in diverse downstream applications such as supply chain
management [Madeka et al., 2018], reinforcement learning [Moerland et al., 2023], learning dynamic
systems [Hewing et al., 2020], and energy systems [Zhang et al., 2025].

There are several possible approaches to extract a joint predictive distribution from
multi-step TSFMs. A naive approach is to use an independence assumption and set
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Figure 1: Mechanisms for generating sample paths from multi-step time series models. 100 sample
paths are shown for each method, with three randomly-selected sample paths highlighted. The naive
approach generates sample paths in O(1) time but produces jagged trajectories with unrealistic
correlation structures. Autoregressive sampling produces smooth correlated trajectories, but takes
O(N · H) forward passes, which can be prohibitive, and can result in snowballing errors. Our
copula-based approach provides realistic correlated sample paths in O(1) time.

p(xT+1 :T+H | x1:T ) =
∏H

i=1 pθ(xT+i | x1:T ). This approach can be implemented efficiently as it
requires only single forward pass of a TSFM. However, the independence assumption is problematic
in time series forecasting, where xT+i typically has significant correlation with previous times. For
example, if xT+1 is relatively high, we would expect xT+2 to also be relatively high. Since the naive
approach does not account for these correlations, it results in highly unrealistic sample paths.

Alternatively, one could use an autoregressive sampling strategy by repeatedly sampling one
step from the marginal predictive distribution: first sample x̂T+1 ∼ pθ(xT+1|x1:T ), then
x̂T+2 ∼ pθ(xT+2|x1:T , x̂T+1), and so on. This autoregressive approach allows one to generate
realistic sample paths with appropriate correlation structures, but is prohibitively expensive at scale:
to generate N sample paths for a horizon length H we must perform O(N ·H) forward passes of the
model. It remains unclear how to efficiently produce realistic sample path forecasts with TSFMs.

In this paper, we present a method to generate realistic correlated sample paths from multi-step
time series models in one forward pass. Our method is based on a copula decomposition of the
joint predictive distribution, allowing us to leverage the accurate marginal predictive distributions of
TSFMs and focus our efforts on learning a realistic correlation structure.

The sample paths generated with our method are competitive in quality to those generated
autoregressively, but they are obtained significantly more cheaply (see Figure 1). In fact, we find that
the copula-based sample paths are often more accurate than autoregressive sampling, achieved by
mitigating the snowballing error phenomenon [Bachmann and Nagarajan, 2024]. Our copula-based
approach allows time series practitioners to capitalize on advances in multi-step TSFMs for a wider
variety of important use cases, greatly increasing the impact of TSFMs in practice.

2 Decomposing joint predictive distributions with copulas
The core idea of our approach leverages the fact that any joint distribution can be factored
into a set of marginal distributions and a copula function controlling the correlation structure.
Formally, consider a collection of random variables X1, . . . , XH with marginal CDFs F1, . . . , FH ,
such that Fi(x) = p(Xi ≤ x). Then, by Sklar’s Theorem [Sklar, 1959], there exists a copula
C : [0, 1]H 7→ [0, 1] such that p(X1 ≤ x1, . . . , XH ≤ xH) = C(F1(x1), . . . , Fd(xH)). Intuitively,
the copula allows us to decompose the joint distribution of the random variables, modeling their
correlation structure in quantile space while separately modeling their marginal distributions via Fi.

This copula decomposition is particularly compelling for multi-step time series forecasting. We
already have access to high-quality marginal distributions Fi obtained from multi-step TSFMs, so
all that remains is to model the correlation structure via a copula C. Moreover, time series have
somewhat predictable correlation structures, such as autocorrelation, which we leverage to obtain a
simple yet effective parameterization for the copula. Several prior works [Wen and Torkkola, 2019,
Drouin et al., 2022, Ashok et al., 2024] use copulas for effective multivariate time series forecasting,
whereas our focus is specifically on multi-step forecasting for univariate time series with TSFMs.

3 A copula-based approach for sample path generation
We propose a copula-based approach to efficiently generate correlated sample paths from multi-step
TSFMs. Specifically, we use a TSFM to construct high-quality marginal predictive distributions for

2



1 3 5 7 9 11 13

0

20

40

60

1 3 5 7 9 11 13
Horizon  H

%
 Im

pr
ov

em
en

t  
(

) CRPS Variogram Score

Model
Chronos-Bolt
TiRex
TimesFM

Figure 2: Median percent improvement from copula-based method by horizon for M4 Daily dataset.
Switching from autoregressive sampling to our copula-based approach yields high-quality sample
paths with realistic correlation structures, and significant improvements in CRPS for longer forecast
horizons. Here, we plot the CRPS term at each horizon separately, rather than the cumulative sum.

each time step, and augment these marginals with a copula to impose a realistic correlation structure.
To generate sample paths with this approach, we first sample vectors of correlated quantiles from the
copula and then map these quantiles to the time series space with the marginal predictive distributions.

For the correlation structure, we use a Gaussian copula. Formally, we have
C(F1(x1), . . . , Fd(xH)) = ΦΣ

(
Φ−1(F1(x1)), . . . , Φ

−1(FH(xH))
)

where Φ−1 is the inverse CDF
of the standard normal distribution and ΦΣ is the joint CDF of the multivariate normal distribution
with mean 0 and covariance matrix Σ. In this work, we parameterize Σ as a symmetric Toeplitz
matrix with a simple AR(1) correlation structure, such that Σij = ρ|i−j|. This parameterization
reflects the autocorrelation structure common in time series. We obtain the parameter ρ by computing
the empirical autocorrelation coefficient for each series, Corr(x1:T−1, x2:T ). In Appendix B, we
consider instead learning the parameterization of Σ using a pre-trained lightweight neural network.
We find that pre-trained neural networks can predict copula parameterizations that further improve
the qualify of sample paths, opening a promising direction for further research.

Note that the TSFMs we consider in this paper do not provide full marginal predictive distributions
Fi, instead summarizing their marginal predictions to a pre-defined set of quantile knots such as
Q = {0.1, 0.2, . . . , 0.9}. To convert these predictions to full marginal distributions, we adopt the
incremental quantile function approach from Park et al. [2022]. Specifically, we fit a full marginal
CDF by linearly interpolating between the predicted quantile knots and using exponential decay
extrapolation beyond the minimum/maximum knots. We set the decay towards 0 on the left as we
exclusively consider non-negative time series in this paper, but this can be adapted for other settings.
See Appendix C for an illustrative example.

4 Evaluating multi-step predictions via sample paths
To evaluate joint predictive distributions, we must capture both the accuracy of the marginal predictive
distributions and the realism of the correlation structure across time steps. As is standard, we use the
continuous ranked probability score (CRPS) to evaluate the marginal distributions. The CRPS for a
joint predictive distribution p and observed vector x ∈ RH is defined as:

CRPS(p,x) =
H∑
i=1

Ey∼p [|xi − yi|]−
1

2
Ey,z∼p [|yi − zi|]

To evaluate the correlation structure of the joint predictive, we use the variogram score (VS):

VS(p,x) =
H∑
i=1

H∑
j=1

(
|xi − xj |0.5 − Ey∼p|yi − yj |0.5

)2
Realistic multi-step predictions must achieve low scores on both CRPS and VS [Ziel and Berk, 2019].

5 Efficiently generating sample paths with multi-step forecasting models
We generate 10 sample paths with each approach for time series in the M1, M3, M4, and Tourism
collections from the Monash repository [Godahewa et al., 2021]. These datasets include diverse
domains, granularities, and forecast horizons. See Table A1 for more details on these datasets.
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Figure 3: Copula-based sampling mitigates snowballing errors in autoregressive sampling. For each
method, we plot 3 random sample paths. The true future trajectory of the time series is shown in gray.

To show that our copula-based approach can be effectively applied to a variety of backbone models, we
evaluate performance using several TSFMs with varying architectures: the decoder-only transformer
TimesFM [Das et al., 2024], the encoder-decoder transformer Chronos-Bolt Tiny [Ansari et al., 2024],
and the xLSTM-based TiRex [Auer et al., 2025]. While M4 data was included in TimesFM’s training
corpus, this does not affect our conclusions as we primarily contrast copula-based and autoregressive
sampling for a given TSFM backbone.

In Figure 2, we show the percent improvement in quality for the copula-based sample baths compared
to those generated via autoregressive sampling for the M4 Daily dataset; we show similar patterns
hold across other datasets in Appendix A. The copula-based methods produce sample paths with
comparable or improved correlation structures compared to autoregressive sampling, as measured by
VS. This finding confirms that our simple copula parameterization effectively captures the correlation
structures prevalent in time series.

More surprisingly, the copula-based methods also improve the quality of the marginal predictive
distributions, as measured by CRPS. We attribute this to the snowballing error phenomenon: biases
appearing early in generation can amplify biases later on in the forecast horizon. This snowballing
error phenomenon is one main argument in favor of multi-token prediction objectives in language
modeling [Bachmann and Nagarajan, 2024].

In Figure 3, we contrast autoregressive and copula-based sample paths for an input time series with
an approximately linear increasing trend. The autoregressively-generated sample paths frequently
deviate from the approximately linear trend of the input time series, such as failing to continue the
monotonically increasing pattern, or introducing sudden exponential growth, a result of snowballing
errors. In contrast, the copula-generated sample paths realistically approximate the true trajectory.

Lastly, recall that generating sample paths via autoregressive sampling takes O(N · H) time,
whereas the copula-based approach allows us to generate arbitrarily-many sample paths in O(1)
time. Unsurprisingly, we therefore observe that the speed of the copula-based methods is orders of
magnitude faster than the autoregressive sampling approach. For example, for the M4 Daily dataset,
copula-based sampling yielded speedups of 3.7x, 72.4x, and 100.4x for Chronos-Bolt, TiRex, and
TimesFM respectively. Crucially, this speedup allows practitioners to adopt our approach for multi-
step sample path generation in large-scale production settings. For example, generating correlated
sample paths for many time series with TabPFN-TS [Hoo et al., 2025] would be prohibitively slow
using autoregressive sampling, but becomes practical with our method.

6 Conclusion
We present a copula-based technique to generate high-quality sample paths from multi-step TSFMs
in one forward pass. We verify that our method produces realistic correlation structures and can even
improve the accuracy of marginal predictive distributions compared to autoregressive sampling, at a
fraction of the computational cost. This technique has potential to greatly accelerate the impact of
TSFMs by extending their powerful capabilities to settings requiring joint predictive distributions.
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A Full results for all datasets
In Figure A1, we contrast the quality of copula-based sample paths to those generated via
autoregressive sampling for the M4 Daily dataset, while we show full results for other datasets
in Figures A2 and A3. The copula-based methods generally produce sample paths with comparable
or improved correlation structures compared to autoregressive sampling, as measured by VS. The
copula-based methods also frequently improve upon the marginal predictive distributions from
autoregressive sampling, as measured by CRPS. The properties of these datasets are summarized in
Table A1.
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Figure A1: Sample path quality for M4 Daily dataset. Switching from autoregressive sampling to our
copula-based approach yields improved sample paths with realistic correlation structures, at a fraction
of the time. Points show the median performance across series after dividing by the corresponding
score of the SeasonalNaive baseline. The x-axis indicates the time taken to generate 10 sample paths
per time series on an A100 GPU.

Table A1: Summary of dataset properties.

Frequency Seasonality Horizon Series Min Length Max Length

M1
Monthly 12 18 617 48 150
Quarterly 4 8 203 18 114
Yearly 1 6 181 15 58

M3

Other 1 8 174 71 104
Monthly 12 18 1428 66 144
Quarterly 4 8 756 24 72
Yearly 1 6 645 20 47

M4

Hourly 24 48 414 748 1008
Daily 7 14 4227 107 9933
Weekly 52 13 359 93 2610
Monthly 12 18 48000 60 2812
Quarterly 4 8 24000 24 874
Yearly 1 6 23000 19 841

Tourism
Monthly 12 24 366 91 333
Quarterly 4 8 427 30 130
Yearly 1 4 518 11 47
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Figure A2: Median CRPS results for other datasets. The copula approach yields sample paths with
comparable or higher quality than autoregressive sampling but is significantly faster.
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Figure A3: Median variogram score results for other datasets. The copula approach yields sample
paths with comparable quality to autoregressive sampling but is significantly faster.
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B Pre-trained copula module
Above, we parameterize the Gaussian copula with a single parameter ρ, and obtain ρ by computing the
autocorrelation coefficient for each time series (“Auto-ρ”). Here, we explore the idea of a pre-trained
copula module, a lightweight neural network trained to predict the Gaussian copula parameters for a
given time series. As the backbone of the neural network, we consider:

1. An MLP with hidden sizes 64 and 32. The MLP takes as input the last 30 time steps.
2. A Temporal Convolution Network (TCN) [Bai et al., 2018] with hidden state size of 16,

kernel size of 2, dilations of [1, 2, 4, 8]. The final hidden state is passed through an MLP
with hidden size of 16 to predict the copula parameters. The TCN takes as input the last 30
time steps.

3. A Gated Recurrent Unit (GRU) [Cho et al., 2014], with hidden state size of 16. The
final hidden state is passed through an MLP with hidden size of 16 to predict the copula
parameters. The GRU takes at most the last 128 time steps as input and can handle shorter
sequences as well.

For each backbone, we consider two possible parameterizations for the copula covariance matrix Σ:

1. Predicting ρ and setting Σij = ρ|i−j| as above.

2. Predicting ρ and β, and setting Σij = (1 − β)ρ|i−j| + βδij . This parameterization is
indicated with XXX-2.

We train the backbones for 10 epochs on M1 Monthly, M4 Hourly, M4 Daily, M4 Weekly, M4
Monthly, and Tourism Monthly. For each series, we generate 20 sample paths up to a horizon of
H = 8 and minimize the variogram score using Adam with a learning rate of 0.001. We scale each
input time series by dividing by its maximum value. During training, we use the marginal predictive
distributions of Chronos-Bolt Tiny.

In Figure A4, we compare the performance of each pre-trained copula module in generating accurate
correlation structures on the M3 datasets.
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Figure A4: Median variogram score results for M3 datasets with various pre-trained copula modules,
normalized by the SeasonalNaive score. Since the MLP and TCN backbones have constraints for the
input sequence lengths, their scores are not available for some datasets.

The pre-trained copula modules sometimes yield improved sample paths compared to the “Auto-ρ”
approach presented above. In particular, the GRU backbone seems most promising, improving
performance on three of the four evaluation datasets, and is also capable of handling inputs with
varying lengths. Interestingly, despite being trained solely on the marginal predictions of Chronos-
Bolt Tiny, the pre-trained copula modules often yield similar improvements in performance when
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applied to the marginal predictive distributions of other models. This observation reinforces the
promise of applying a pre-trained copula module to cheaply augment the predictions of any multi-step
TSFM and produce correlated sample paths.

Lastly, while switching to the ρ, β parameterization provides more flexibility, in our experiments this
does not translate into improved performance in practice. We suspect that more extensive pre-training
of the modules, potentially including synthetic training data and longer forecast horizons, could
address this shortcoming. Moreover, future research could explore more expressive parameterizations
for Gaussian copulas, or even other types of copula structures.

C Fitting empirical CDF to quantile predictions
The TSFMs we consider in this paper produce marginal predictions in the form of quantile predictions
for Q = {0.1, 0.2, . . . , 0.9}. To convert these predictions to full marginal distributions, we adopt the
incremental quantile function (IQF) approach from Park et al. [2022]. In Figure A5, we show an
example of an empirical CDF fit to quantile predictions from a TSFM.
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Figure A5: Example of empirical CDF fit to TSFM quantile predictions using IQF.
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