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Abstract

Selecting appropriate thresholds for anomaly detection in online, unsupervised settings is a challenging task, especially in the presence of data distribution shifts. Addressing these challenges is critical in many practical large scale systems, such as infrastructure monitoring and network intrusion detection. This paper proposes an algorithm that connects online thresholding with constructing confidence sequences achieving (1) adaptive online threshold selection robust to distribution shifts, (2) statistical guarantees on false positive and false negative rates without any distributional assumptions, and (3) improved performance when given relevant offline data to warm-start the online algorithm, while having bounded degradation if the offline data is irrelevant. We complement our theoretical results with empirical evidence that our method outperforms commonly used baselines across synthetic and real world datasets.

1. Introduction and Motivation

Online anomaly detection (OAD) is the task of identifying deviations from the normal behavior in a streaming fashion, where samples arrive sequentially, and decisions must be made before the next sample is received. This task plays a fundamental role in various practical applications within cyber and cyber-physical systems, including maintenance (Khan et al., 2020), monitoring (Hill and Minsker, 2010), and security (Mirskey et al., 2018; Lazarevic et al., 2003).

In modern environments, the sheer volume and velocity of data make it often impractical to have comprehensive labels for all anomalous samples (Siffer et al., 2017; Schmidl et al., 2022; Ren et al., 2019; Audibert et al., 2020).

In deployment, typical AD algorithms assign a real-valued anomaly score to each sample, where a higher score indicates a greater degree of anomaly (Chandola et al., 2009).

The OAD algorithm first scores each sample and then calibrates a threshold to make the binary decision of whether the given sample is anomalous or not. The choice of this threshold is critical due to its significant downstream impact. In security systems, for example, failing to detect a genuine anomaly or security event can have catastrophic consequences (Ho et al., 2017a). Conversely, false positives incur costs, as each detection necessitates investigation by a security operator, potentially leading to ‘alert fatigue’ (Chen, 2017; Lin et al., 2018; He et al., 2023).

Given the risk of incorrect decisions, a common methodology to set the threshold is by abstaining from decisions for an initial ‘cold-start’ number of samples on the stream (Huang and Kasiviswanathan, 2015; Katz and Raz, 2023). At the end of the cold-start period, a threshold is chosen for future decision making, either by algorithm or by an expert based on the online scores during the cold-start, as well as any offline data that is available (Ren et al., 2019; Bhatta et al., 2021; Huang et al., 2022; Li et al., 2021). This approach has two drawbacks. Firstly, using a fixed cold-start duration across all streams independent of stream statistics is sub-optimal and can lead to much more abstains than necessary. Secondly, a static threshold is prone to performance loss when the data stream undergoes distribution shift - a common occurrence in many AD systems (Herley, 2022; Gama et al., 2014). Although adapting anomaly scoring to distribution drifts have been studied (Ma et al., 2018; Bhatia et al., 2022; Sankararaman et al., 2022), limited advances have occurred in adapting the threshold dynamically.

We formulate adaptive threshold selection as online quantile estimation by defining anomalies as tail quantile of anomaly scores (Steinwart et al., 2005; Cadre et al., 2013; Gan and Bailis, 2017; Siffer et al., 2017). Formally, we model that each time $t \in \mathbb{N}$, the anomaly score $S_t \in \mathbb{R}$ is independently sampled from distribution $f_t$. This score $S_t$ is an anomaly if it exceeds the $p$th quantile of the distribution $f_t$. We assume the quantile level $p \in (0, 1)$ is known, while the distribution $f_t$ is unknown to the algorithm. Knowledge of $p$ arises either from a constraint on the rate of anomalies that can be investigated without succumbing to alert fatigue (Hassan et al., 2019; Ho et al., 2021), or from domain knowledge (Perini and Davis, 2023).

Performance of threshold selection is measured by false positives (FP), benign samples marked as anomalous, false
negatives (FN), anomalous sample mark as benign, and number of samples abstained from making a decision on. Since AD outputs are typically used to make consequential decisions, e.g. engaging human operators to triage alerts, OAD systems must achieve low number of FPs and FNs, by possibly trading-off with abstains (Ho et al. 2017b). Further, these systems need to be adaptive to distribution shifts and be designed without requiring distributional assumptions (cf. Research challenges 5-7 of (Sadik and Gruenwald, 2014)).

1.1. Desiderata of OAD threshold selection systems

In summary, the following set of statistical requirements is desired for online threshold selection.

(i) **High accuracy**: Constant number of mistakes independent of the stream length on an i.i.d. data-stream.

(ii) **Low abstention**: Abstain on a vanishing fraction of samples on an i.i.d. stream, i.e. small cold-start period.

(iii) **Adaptive to distribution changes**: On a non-stationary stream, number of mistakes and abstains only increase compared to the stationary setting by a constant factor that is independent of the stream length, but only proportional to the number and distribution of mistakes.

(iv) **Learn from offline dataset**: When unlabeled offline datasets are available, abstain rate is a constant independent of stream length, as long as the online distribution matches one of the offline distribution. In the worst-case of arbitrary offline dataset distribution, performance degradation compared to no offline dataset must be bounded independent of stream length and size of the dataset.

(v) **Distribution and parameter free**: The algorithm does not require any knowledge of the distributions or assumptions such as sub-gaussian tails or parameterized distribution family, and nevertheless must guarantee all of above.

1.2. Main result and technical contributions

Algorithm 5 is distribution and parameter free and is the first algorithm to satisfy all the aforementioned desiderata. Algorithm 5 does not require knowledge on the locations or number of distribution shifts nor on the online stream or the offline datasets’ distributions. Nevertheless, under mild technical assumptions, the guarantees in Theorem 6 show that the performance adapts to the problem complexity. Concretely, our contributions are as follows.

1. **High accuracy requires abstention.** We prove that any scheme that does not abstain, cannot achieve constant FPs and FNs, even for a stationary stream. The proof follows by constructing a hard instance and a reduction from decision making to hypothesis testing on that instance.

Figure 1: Fig (a) is the heuristic of a fixed cold-start where all samples are abstained from and a static threshold for all future samples. Fig (b) is the decision boundary from Algorithm 6 using an adaptive cold-start.

2. **Algorithm using confidence sequences (CS) to adapt threshold to distribution changes.** A sample $S_t$ is deemed as an anomaly by our algorithm (Algo. 5) if it exceeds the upper confidence of the $p$th quantile, is benign if it is smaller than the lower confidence, and is abstained from otherwise (Fig. 1). The crux of our algorithm is in choosing the relevant online and offline samples to construct the CS. Online distribution shifts are detected by constructing CS on different sub-sequences and testing if they have a non-empty intersection. Theorem 2 shows that on an i.i.d. stream of length $T$, no mistakes and at-most $O(\sqrt{T})$ abstains occur with high probability. Theorem 3 shows that when there are distribution shifts, our algorithm incur total additional mistakes independent of $T$, without requiring any knowledge of the data distributions or change-points.

3. **Relevant offline dataset improves online performance, while irrelevant offline dataset has bounded degradation.** Theorem 6 proves that when offline data matching the distributions of the online stream are available, they improve abstain rate without loss of accuracy. In the worst-case when the offline dataset’s distributions are arbitrary, the performance degradation compared to the case when the algorithm ignores offline dataset is bounded independent of stream length or offline dataset size. Algorithm 6 does not a priori know if the offline dataset is useful or not, but yields improved guarantees whenever the offline dataset is useful. The technical novelty is to rely on an offline dataset only if a CS constructed on offline dataset intersects with the online CS. This is the first algorithm for online thresholding showing improved performance in the presence of useful offline data, while guaranteeing worst-case bounds if the offline data is arbitrary.

2. Notations and Problem Formulation

We formally state the problem and performance measures.

2.1. Online Data Stream

A data-stream of length $T \in \mathbb{N}$ is a collection of $T$, independent, scalar valued random variables $(S_t)_{t=1}^{T}$, indexed by
We formalize the notion of an anomaly score of an input sample produced by an AD algorithm such that high scores correspond to anomalies. For each time \( t \in [T] \), \( f_t \) is the probability distribution of \( S_t \), i.e., \( S_t \sim f_t \). We assume \( f_t \) is a continuous measure without discrete atoms. Since the distribution \( f_t \) is indexed by time \( t \), \( (S_t)_{t=1}^T \) is not necessarily identically distributed and thus non-stationary. We assume that the data-stream although is non-stationary, is piece-wise stationary.

**Definition 2.1.** (Piece-wise stationary) Let \( T \) be the time horizon and let \( H_T \leq T - 1 \) be the total number of change points. Define a set of strictly increasing time indices \( 1 < \tau_1 < \tau_2 < \cdots < \tau_{H_T} \) as change points; let \( \tau_0 = 0 \) and \( \tau_{H_T+1} = T \). A piece-wise stationary data-stream \( (S_t)_{t=1}^T \sim (T, H_T, (\tau_t)_{t=0}^{H_T}, (f_t)_{t=0}^{H_T}) \) is such that for all \( k \in [1, H_T] \):

- \( \forall t \in [\tau_k, \tau_{k+1}) \), \( S_t \sim f(k) \) are i.i.d. with the \( p \)-quantile of \( f(k) \) denoted as \( Q(k)(p) \in \mathbb{R} \).
- \( f(k) \neq f(k+1) \).

![Figure 2: The piece-wise stationary process](image)

The special case of \( H_T = 0 \) corresponds to a stationary i.i.d. data stream. We remark that our algorithm does not have any information on the change-points \( H_T, (\tau_t)_{t=1}^{H_T} \), nor on distributions \( (f_t)_{t=0}^{H_T} \).

### 2.2. Anomaly Definition

**Definition 2.2 (Anomalies).** The sample \( S_t \sim f_t \) at time \( t \) is an anomaly if \( S_t > \tau_t \), where \( \tau_t = \inf \{ \tau \geq 0 : P_{S \sim f_t} (S \leq \tau) \geq p \} \) and \( p \in (0, 1) \). We denote by \( y_t = 1(S_t > \tau_t) \) the indicator variable that the sample \( S_t \) is an anomaly.

In words, a sample \( S_t \) is anomalous if it exceeds the threshold \( \tau_t \) corresponding to the \( p \)-th quantile. Thus, the thresholding algorithm needs to estimate \( \tau_t \) and then use that estimate to make the binary decision of whether \( S_t \) is an anomaly. We assume the quantile value \( p \in (0, 1) \) to be known.

### 2.3. Offline Datasets

We formalize the notion of offline datasets that can be used in addition to using historical samples on the data-stream. Offline datasets are typically available to train the anomaly scoring systems (Bhatia et al., 2022; Audibert et al., 2020) and have been used to address the cold-start problem in previous works (Gutflaish et al., 2019; Hofmann, 1999).

For any positive integer \( L \), we denote \([L] = \{1, \cdots, L\}\). Formally, \( \forall p \in (0, 1) \), the set \( \{Q \in \mathbb{R} : P_{X \sim f} (X \leq Q) = p\} \) has exactly one element.

### 2.4. Online Anomaly Thresholding Algorithm

**Definition 2.4.** An online anomaly thresholding algorithm \( \mathcal{A} \) outputs a \( \hat{y}_t = \mathcal{A}(S_t; (S_1, \ldots, S_{t-1}, D) \in \{0, 1, \ast\text{ (abstain)}\}) \), a decision for the score \( S_t \) depending on the history \( S_1, \ldots, S_{t-1} \) and offline datasets \( D \) if any.

We emphasize the dependence on the offline dataset \( D \) in the algorithm since that can be used to make a decision at all times. However, as mentioned before, the algorithm has no information about the data-stream quadruple, nor any parametric information on the distribution from which either the scores \( (S_t)_{t=1}^T \) or the offline dataset \( D \) are sampled from.

### 2.5. Performance Measures

The three performance measures of an anomaly thresholding algorithm are (i) False Positives \( \text{FP} = \sum_{t=1}^{T} 1(\hat{y}_t = 1, y_t = 0) \), (ii) False Negatives \( \text{FN} = \sum_{t=1}^{T} 1(\hat{y}_t = 0, y_t = 1) \), and (iii) Abstains \( \text{Abstains} = \sum_{t=1}^{T} 1(\hat{y}_t = \ast) \). We denote by Mistakes \( = \text{FP} + \text{FN} \) as the sum of false-positives and negatives. The desirable target is a high-accuracy and low abstains translate to having a constant independent of \( T \) mistakes and a sub-linear in \( T \) abstains.

### 3. Lower Bound: Achieving high accuracy requires abstaining

Choosing thresholds for online anomaly detection is non-trivial. In the absence of abstaining, the expected sum of FPs and FNs is at least order \( \sqrt{T} \) on an i.i.d. stream. We provide a sketch and defer details to the Appendix. Consider the standard reduction of estimation to hypothesis testing (Wainwright, 2019) where the stream is either coming from the standard gaussian or a unit variance gaussian with mean...
located at $\frac{1}{\sqrt{T}}$. Denote by $Q^{(0)}(p) < Q^{(1)}(p)$ to be the $p$th quantile of the two distributions respectively. Lower bounds from hypothesis testing gives that at any test that looks at all $T$ samples and identifies which of the two distributions the stream came from makes a mistake with probability at least $1/8$. Furthermore, Chernoff bound applied to the binary random variables $1_{Q^{(0)}(p) < S_t < Q^{(1)}(p)}$ gives that with probability at least $1 - e^{\sqrt{T}/8}$, at least $C_p \sqrt{T}$ samples among $S_1, \ldots, S_T$ lies in the range $[Q^{(0)}(p), Q^{(1)}(p)]$, where $C_p$ is a constant depending on $p$. Thus, an union bound gives that in the absence of abstains, with probability at least $1/8 - e^{\sqrt{T}/8}$, the sum of FP and FN is at least $C_p \sqrt{T}$. A formal statement and proof in Section H in the Appendix.

4. Special Case I: Stationary stream only

In order to build up the intuition and concepts, we consider three special cases in increasing order of complexity (i) stationary stream without offline data (ii) piece-wise stationary stream without offline dataset, and (iii) stationary stream with offline dataset. The ideas from these special cases are developed in Section 7 to give the general algorithm.

In this section, we consider the special case when the online algorithm knows that data-stream $(S_t)_{t \geq 1}$ is an i.i.d. sequence and there is no offline dataset for warm-starting, i.e., $D = \emptyset$. For this special case, we show in Theorem 2 that results from [Howard and Ramdas 2022] yields an algorithm that guarantees 0 mistakes and $O(\sqrt{T})$ abstains.

To formally state the results, we set notations. For any sequence of numbers $(y_t)_{t \geq 1}$ and $t_1 < t_2$, denote by $y_{t_1:t_2} := (y_{t_1}, \ldots, y_{t_2})$. For a positive integer $t$, sequence $y_{1:t}$, and $p \in (0, 1)$, the $p$-th quantile of $y_{1:t}$ is given by

\[ \hat{Q}(p; y_{1:t}) := \frac{y^{(1)} + \cdots + y^{(t)}}{t}, \]

where $y^{(1)} \leq \cdots \leq y^{(t)}$ is the sorted order of $y_{1:t}$.

**Definition 4.1** (Confidence Sequences (CS) of a quantile). For $\alpha \in (0, 1)$, a level $1 - \alpha$ CS of the $p \in (0, 1)$ quantile of an i.i.d. sequence $(S_t)_{t \geq 1}$ with true $p$th quantile $Q(p) \in \mathbb{R}$, is a collection of subsets $\{C_t : t \geq 1\}$ such that for all $t \geq 1$, (i) $C_t \subseteq \mathbb{R}$, (ii) $C_t$ is $\sigma(S_1, \ldots, S_t)$-measurable w.r.t. the first $t$ samples and (iii) $P(Q(p) \in C_t) \geq 1 - \alpha$.

**Theorem 1** (Theorem 2 from [Howard and Ramdas 2022]). Let $(S_t)_{t \geq 1}$ be an i.i.d. sequence of $\mathbb{R}$ valued random variables. Given $\alpha \in (0, 1)$, for all $p \in (0, 1)$, the sequence of sets $(C(p, \alpha, S_{1:t}))_{t \geq 1}$ is a $1 - \alpha$ level CS for the $p$-th quantile, where for any sequence of numbers $(y_{1:n})$,

\[
C(p, \alpha, y_{1:n}) = \left[ \hat{Q}(\max(p - 2u_n(\alpha), 0), y_{1:n}), \hat{Q}(\min(p + 2u_n(\alpha), 1), y_{1:n}) \right],
\]

where $u_n(\cdot) : \mathbb{N} \times [0, 1] \rightarrow [0, 1]$ given by the function

\[
u_t(\alpha) = 0.85 \sqrt{t^{-1} \log \log(nT) + 0.8 \log(1612/\alpha)},
\]

and for all $\alpha \in [0, 1]$, $u_0(\alpha) = 1$.

A thresholding algorithm for this special case is obtained from the definition of CS as shown in Algorithm 1.

**Algorithm 1** Decision making with confidence set

**Input:** Sample $S \in \mathbb{R}$, Confidence set $C \subseteq \mathbb{R}$

**Output:** Anomaly label $\hat{y} \in \{0, 1, *, \}$

if $S > \max C$ then

$\hat{y} \leftarrow 1$ // Declare an anomaly

else if $S \in C$ then

$\hat{y} \leftarrow *$ // Abstain from decision

else

$\hat{y} \leftarrow 0$ // Declare benign

end

return $\hat{y}$

**Theorem 2.** Suppose for an i.i.d., data-stream $(S_t)_{t \geq 1}$, the decision at time $t$ is given by the output of Algorithm 1 with inputs $S_t$ and confidence $C(p, \alpha, S_{1:t-1})$. Then, with probability at least $1 - 2\alpha$, 0 mistakes and at most

\[
7\sqrt{T \log \left( \frac{1612 \ln(eT)}{\alpha^2} \right)}
\]

abstains are incurred.

**Remark 2.1.** Theorem 2 implies that points 1 and 2 from Section 7.1 are satisfied by Algorithm 0.

**Remark 2.2.** To bound the number of abstains, we need a different analysis compared to [Howard and Ramdas 2022] to control the probability that a sample $S_t$ lies within $C(p, \alpha, S_{1:t-1})$. We do this by constructing a martingale from the sequence of binary random variables $1_{S_t \in C(p, \alpha, S_{1:t-1})}$ and applying Azuma’s inequality.

5. Special Case II: Piece-wise stationary stream without offline data

Going beyond the i.i.d. case, we consider a piece-wise stationary stream without offline dataset. Our method in Algorithm 3 uses a change-point detection Algorithm 2 from [Shekhar and Ramdas 2023] as a sub-routine. We need a definition to state the main result of this section.

5.1. Measure of distribution shift

**Definition 5.1** (Quantile shift). For two continuous distributions $f, g$ on $\mathbb{R}$ with quantile functions $Q_f(\cdot), Q_g(\cdot) : [0, 1] \rightarrow \mathbb{R}$ respectively, the distance at quantile $p \in (0, 1)$ denoted as Shift$(f, g, p)$ is defined as

\[
\text{Shift}(f, g, p) := \sup \{ \Delta \geq 0 : \max(Q_f(p - \Delta) - Q_g(p + \Delta), Q_g(p - \Delta) - Q_f(p + \Delta)) \geq 0 \}.\]
Online Adaptive Anomaly Thresholding with Confidence Sequences

Observe that for any two continuous distributions $f$ and $g$, $\text{Shift}(f, g, p) \in [0, 1]$ and $\text{Shift}(f, g, p) = 0$ if and only if $f$ and $g$ have identical $p$th quantile. The following proposition shows that the quantile shift is the non-stationary measure that governs the delay in detecting a change-point.

**Algorithm 2 Change detection (Shekhar and Ramdas 2023)**

**Input**: $p, \alpha \in (0, 1)$, sequence $S_{T,n}$

**Output**: Binary variable if input has a change-point

\[
C \leftarrow \bigcap_{t \leq n} C(p, \alpha, S_{t:t-1}) \forall t \in [n] \\
\hat{C} \leftarrow \bigcap_{k \leq n} C(p, \alpha, S_{t:t-1}) \forall t \in [n] \\
\text{return } 1(\hat{C} \cap \hat{C} = \emptyset) \quad // \quad 1 \text{ is a change-point}
\]

**Algorithm 3 Thresholding without offline data**

**Input**: Quantile $p \in (0, 1)$, Confidence $\alpha \in (0, 1)$

**Output**: Anomaly labels $\hat{y}_1, \hat{y}_2, \ldots$

\[
\tau \leftarrow 0; \quad // \quad \text{previous change point}
\]

**for each time** $t \geq 1$

\[
\begin{align*}
\text{if Algorithm-2}(p, \alpha, S_{t+1:t-1}) &= 1 &
\hat{y}_t &\leftarrow * \quad // \quad \text{change-point detected} \\
\tau &\leftarrow t - 1 \\
\text{else} &
\hat{y}_t \leftarrow \text{Algorithm-1}(S_t, C(p, \alpha, S_{t+1:t-1}))
\end{align*}
\]

**end**

**Proposition 3** (Stream with a single change-point). Let $(S_t)_{t=1}^{T}$ be a piece-wise stationary with one change-point ($H_T = 1$) and quantile shift $\Delta := \text{Shift}(f(0), f(1), p) > 0$, at time $\tau_1 = \tau \geq \frac{80}{\Delta^2} \ln \left(\frac{1612}{\Delta^2}\right)$. Denote by $\tau' \in \mathbb{N}$ as the first time when Algorithm-3 detects a change, i.e., the if statement evaluates to $\text{True}$. Then, with probability at-least $1 - \alpha T$, $\tau \leq \tau' \leq \tau + \frac{80}{\Delta^2} \ln \left(\frac{1612}{\Delta^2}\right)$.

Thus, if there are sufficient pre-change samples, then the change is detected with delay scaling with $\Delta^{-2}$, which is minimax optimal (Maillard 2019; Besson et al. 2022; Shekhar and Ramdas 2023). As notation, we define detection delay as $D(\cdot, \cdot) : [0, 1] \times [0, 1] \rightarrow \mathbb{R}_+$ as

\[
D(\Delta, \alpha) := \frac{80}{\Delta^2} \ln \left(\frac{1612}{\Delta^2}\right).
\]

**5.2. Mistake and abstain bounds**

To give bounds on performance, we make a simplifying assumption that change-points are sufficiently far apart. We refer the readers to Figure 7 in the appendix for an illustration of the definitions of Assumption 5.1 and 6.1

**Assumption 5.1** ($\alpha$-detectable). For a given $\alpha \in (0, 1)$, the piece-wise stationary data-stream $(S_t)_{t=1}^{T} \sim (T, H_T, (\tau_c)_{c=0}^{H_T}, (f(c))_{c=0}^{H_T})$ is said to be $\alpha$-detectable if

\[
\tau_k - \tau_{k-1} \geq \begin{cases} 
D(\Delta_1, \alpha), & k = 1, \\
D(\Delta_{k-1}, \alpha) + D(\Delta_k, \alpha), & 2 \leq k \leq H_T \\
D(\Delta_{H_T}, \alpha), & k = H_T + 1
\end{cases}
\]

holds, where $\Delta_k = \text{Shift}(f(k), f(k-1), p)$.

This assumption is standard to give guarantees for online algorithms with multiple change points on the stream (Besson et al., 2022; Sankararaman and Narayanaswamy, 2023; Cao et al., 2019; Liu et al., 2018). Assumption 5.1 is made for mathematical tractability and is not assumed in experiments. Analysis without Assumption 5.1 is an open problem (Section 7 (Besson et al., 2022)). The main result in this section is Theorem 4.

**Theorem 4** (main result for Algorithm 3). Let $(S_t)_{t=1}^{T} \sim (T, H_T, (\tau_c)_{c=0}^{H_T}, (f(c))_{c=0}^{H_T})$ be a piece-wise stationary data-stream satisfying Assumption 5.1 for $\alpha \in (0, 1)$. Then, with probability at-least $1 - 2\alpha T$, Algorithm 3 satisfies both

- FP + FN $\leq \sum_{k=1}^{H_T} D(\Delta_k, \alpha)$
- abstains $\leq \sum_{k=1}^{H_T} \left[4\sqrt{(\tau_k - \tau_{k-1}) \ln \left(\frac{1612}{\alpha \Delta^2}\right)} + D(\Delta_k, \alpha)\right]$

where for all $k \in [H_T]$, $\Delta_k = \text{Shift}(f(k), f(k-1), p)$ is the quantile shift defined in Definition 5.1 and $D(\cdot, \cdot)$ is defined in Equation (3).

**Remark 4.1.** This result shows that FP + FN = $H_T \cdot 0\left(\frac{\ln(\min_{\Delta_k})}{\min_{\Delta_k}\Delta_k}\right)$ scales only with the number of changes $H_T$, and abstains at-most $O\left(\sqrt{H_T T}\right)$. Thus, desiderata 3 from Section 1.1 is achieved.

**Remark 4.2.** The bound in Theorem 4 holds with probability $1 - 2\alpha T$. If $(S_t)_{t=1}^{T}$ is $\alpha/T$-detectable according to Assumption 5.1 and with knowledge of $T$, then Algorithm 3 run with input $\alpha/T$ instead of $\alpha$ yields the same order-wise guarantees as Theorem 4 holding with probability $1 - 2\alpha$. Corollary 1.1 in the Appendix shows that assuming $(S_t)_{t=1}^{T}$ being $\alpha/T$ detectable is only weaker by a logarithmic factor compared to the assumption of $\alpha$-detectable.

**Proof sketch of Theorem 4**. The crux is an induction argument, that under Assumption 5.1, there exists exactly one true change-point between any two successive detected change-points in Algorithm 2. This is formalized in Lemma 5 in the Appendix. Lemma 5 along with Proposition 3 applied recursively to all change-points allows us to decompose the mistakes and abstains over the stationary segments.

---

$^4$ $O(\cdot)$ ignores constants and poly-log terms in $\frac{1}{\alpha}$. $^5$ Bound follows from Cauchy-Schwartz inequality that $\sqrt{x+y} \leq \sqrt{2(x+y)}$, $\forall x, y \geq 0$. 

---
6. Special Case III: Stationary stream with offline data

In this section, we return to \((S_t)_{t \geq 1}\) being i.i.d., but give guarantees when the algorithm has access to offline datasets. Our results are based on an offline version of Assumption 5.1 that we state below.

**Assumption 6.1 (Well separated offline dataset).** For \(p, \alpha \in (0, 1)\), the offline dataset \(D = \{\{X^{(j)}_{l}\}_{l=1}^{N_j}\}_{j=1}^{K}\) is \((p, \alpha)\)-separated with respect to a piece-wise stationary stream \(T, H_T, (\tau_i)_{i=0}^{H_T}, (f^{(c)})_{c \in [0, 1]}\) if both: (i) for all \(i \neq j \in [K]\), \(3(u_{N_i}(\alpha) + u_{N_j}(\alpha)) < \text{Shift}(f_{(j)}, f_{(j)}), p)\), and (ii) for all \(j \in [K]\) and stationary-segments \(k \in [H_T]\), either \(Q^{(k)}(p) = Q^{(j)}(p)\), or \(3u_{N_j}(\alpha) < \text{Shift}(f^{(k)}, f_{(j)}), p)\).

Roughly, a well-separated offline dataset are those that have a sufficient number of samples so as to be distinguishable. Schematic illustrations in Section D.1 in the Appendix.

The main result of this section is how to make decision at time \(t\) which is summarized in Algorithm 4. In a nutshell, Algorithm 4 uses the offline dataset if and only if there exists exactly one of the offline dataset whose CS intersects the CS constructed from \(S_t\). The decision at time \(t\) is made by constructing a with the offline dataset (if it exists) and the online stream using Algorithm 4.

**Algorithm 4 Decision making with offline data**

**Input**: \(p, \alpha \in (0, 1)\), Online data \(S_t, t = 1, \ldots, N\), offline datasets \(D_1, \ldots, D_K\).

**Output**: Anomaly label \(\hat{y} \in \{0, 1, \ast\}\)

\[
J_{\text{match}} \leftarrow \{j : C(p, \alpha, D_j) \cap C(p, \alpha, S_{1:n-1}) \neq \emptyset\}
\]

\[
\text{if } |J_{\text{match}}| = 1 \text{ then} \\
\hat{y} \leftarrow \text{Algorithm 4}(S_n, C(p, \alpha, D_{J_{\text{match}}} \cup \{S_{1:n-1}\}) \text{ use online and offline dataset} \\
\text{else} \\
\hat{y} \leftarrow \text{Algorithm 4}(S_n, C(p, \alpha, \{S_{1:n-1}\}) \text{ use online data only}
\]

end

return \(\hat{y}\)

We set some more notation to state the result. For all \(j \in [K]\), \(\hat{\tau}_j = \inf \{\hat{\tau} : 3(u_{N_i}(\alpha) + u_{N_j}(\alpha)) \leq \text{Shift}(f_{(j)}, f_{(j)}), p)\}\), where \(\hat{\tau}_j = +\infty\) if \(\text{Shift}(f_{(j)}, f_{(j)}), p) = 0\). Assumption 6.1 guarantees that if \(\text{Shift}(f_{(j)}, f_{(j)}), p) > 0\), then \(\hat{\tau}_j < \infty\) is finite independent of \(T\).

\[
\hat{\tau} = \max\{\hat{\tau}_j : \text{Shift}(f_{(j)}, f_{(j)}), p) > 0\}. \quad (4)
\]

**Theorem 5 (Main result for Algorithm 4).** Let the online stream \((S_t)_{t \geq 1}\) be i.i.d. from distribution \(f\) and the \(j \in [K]\) offline dataset with \(N_j\) i.i.d. samples have distribution \(f_{(j)}\). Further, let the offline dataset be \((p, \alpha)\) well-separated for some \(\alpha \in (0, 1)\) (Def. 6.1). Let \(\Delta = \min_{1 \leq j < K} \text{Shift}(f_{(j)}, f_{(j)}), p)\). Then, for all times \(T \in \mathbb{N}\), with probability at least \(1 - (K + T)\alpha\), if the decision \(\hat{y}_t\) is made by Algorithm 4 with inputs \(p, \alpha, S_{1:t}\) and \(D_{1:K}\), we have:

- If \(\Delta = 0\), then \(FP + FN = 0\) and \(\text{Abstains} \leq B(N + T, \alpha) - \frac{B(N, \alpha)}{28} + \hat{\tau}\).
- If \(\Delta > 0\), then \(FP + FN \leq \hat{\tau}\) and \(\text{Abstains} \leq \hat{\tau} + B(T, \alpha)\),

where \(N = \min\{N_j : \text{Shift}(f_{(j)}, f_{(j)}) = 0\}\), \(B(\cdot, \cdot) : \mathbb{N} \times [0, 1] \rightarrow \mathbb{R}_+\) is given by \(B(Y, \alpha) = 7\sqrt{Y \ln \left(\frac{1612\ln(3Y)}{\alpha^2}\right)}\) and \(\hat{\tau}\) is defined in Equation (4).

We now read off several remarks from this result.

**Improved performance if offline dataset is useful.** The case of \(\Delta = 0\) implies that the online stream’s \(p\) th quantile equals at-least one of the \(K\) offline dataset’s \(p\) th quantile, i.e., the offline dataset is useful. In this case, Theorem 5 guarantees 0 FP and FN, and abstains at-most \(O(\sqrt{N + T} - \sqrt{N})\), which is much smaller compared to the \(O(\sqrt{T})\) bound from Algorithm 6 without offline data.

**Bounded degradation if offline dataset is arbitrary.** The case of \(\Delta > 0\) implies that the online stream’s \(p\) th quantile does not match any of the \(K\) offline dataset’s \(p\) th quantile, i.e., the offline dataset is useless. In this case, Theorem 5 guarantees \(FP + FN \leq \hat{\tau}\) and \(\text{Abstains} \leq O(\sqrt{T}) + \hat{\tau}\). Thus performance compared to Theorem 2 is worse only by an additive term independent of the stream length \(T\), thereby achieving desiderata 4 from Section 1.1. Equation 3 implies that \(\hat{\tau}\) is a sample complexity upper bound to confidently reject the hypothesis that one of the \(K\) offline dataset’s \(p\) th quantile equals that of \(f\).

Thus, Algorithm 4 adapts to the complexity yielding much lower abstains in the case when the online data distribution matches one of the offline dataset, while simultaneously having bounded degradation in the worst-case.

**Proof Sketch.** The crux of the proof is that, if the online stream’s quantile matches that of one of the offline dataset, then (i) for all times, \(J_{\text{match}} \geq 1\) in Algorithm 4 and (ii) for all times \(t \geq \hat{\tau}\), \(J_{\text{match}} = 1\). Similarly, if no offline dataset’s \(p\) th quantile matches that of the online \(p\) th quantile, for all times \(t \geq \hat{\tau}\), \(J_{\text{match}} = 0\) and thus Algorithm 4 will only use the online stream’s samples for decision making.

7. The General Case

This setting generalizes all the special cases. For each offline dataset \(j \in [K]\) and stationary segment of the online stream \(k \in [H_T]\), denote by \(\Delta_{(j,k)} = \text{Shift}(f_{(j)}, f^{(k)}), p)\), where \(f_{(j)}\) is the distribution of offline dataset \(j\) and \(f^{(k)}\) the distribution of the \(k\) th online segment (Def. 2.1). Identical to Theorem 4 for each \(k \in [H_T]\), \(\Delta_k = \text{Shift}(f^{(k)}, f^{(k-1)}), p)\) is
the shift between the $k$th and $k-1$th online segment. Similar to Theorem 5 for each $k \in [H_T]$ and offline dataset $j \in [K]$, 
$$
\tau_j^{(k)} = \inf \{ t : \exists \{u_i(\alpha) + u_{N_j}(\alpha) \} \leq \text{Shift}(f^{(k)},f_{(j)},p) \},
$$
where $\tau_j^{(k)} = \infty$ if $\text{Shift}(f^{(k)},f_{(j)},p) = 0$. Assumption 6.1 guarantees $\text{Shift}(f^{(k)},f_{(j)},p) > 0 \implies \tau_j^{(k)} < \infty$. Similar to Eq. (4), 
$$
\bar{D}_k(\alpha) = D(\Delta_k, \alpha) + \tau_j^{(k)}. \tag{5}
$$

In words, $\bar{D}_k(\alpha)$ is the worst-case delay after the $k$th change point has occurred on the data-stream for Algorithm 5 to both (i) detect that the online stream has undergone a shift, and (ii) identify if any of the offline datasets’ $p$th quantile matches the new $p$th quantile.

**Algorithm 5 General thresholding algorithm**

**Input**: $p, \alpha \in (0,1)$, offline datasets $D_1, D_2, \ldots, D_K$.
**Output**: Anomaly labels $\hat{y}_1, \hat{y}_2, \ldots$ 
$\tau \leftarrow 0$; // previous change point
\For{each time $t \geq 1$ do}
  \For{$t$th input $S_t$ input}
    if Algorithm 5$(p, \alpha, S_{t+1:t-1}) = 1$ then
      $\hat{y}_t \leftarrow *$ // change-point detected
      $\tau \leftarrow t - 1$
    else
      $\hat{y}_t \leftarrow \text{Algorithm 4}(p, \alpha, S_{t+1:t-1}, (D_1: K))$
  end
end

**Theorem 6 (Main result of Algorithm 5).** For a desired $\alpha \in (0,1)$, suppose the piece-wise stationary online stream $(S_t)_{t=1}^{T}$ is $\alpha$-detectable, i.e., satisfies Assumption 5.1 and the offline datasets $D_1, \ldots, D_K$ are $(p, \alpha)$-separated according to Definition 6.1. Then, for all times $T \in \mathbb{N}$, with probability at least $1 - (K + 2T)\alpha$, Algorithm 5 satisfies both,
- $\text{FP} + \text{FN} \leq \sum_{k=1}^{H_T} D(\Delta_k, \alpha) + (1 - 1_{\text{Match}_k}) \max_{k \in [K]} \left\{ \left[ \tau_j^{(k)} \right]_{\text{Shift}(f^{(k)},f_{(j)},p) > 0} \right\}$
- Abstains $\leq \sum_{k=1}^{H_T} \left( 1 - 1_{\text{Match}_k} \right) \left( \mathcal{O}(\sqrt{\tau_k - \tau_{k-1}}) + \mathcal{O}(\sqrt{T}) + 1_{\text{Match}_k} \right)$

where $1_{\text{Match}_k} = 1_{Q(k)(p) \in \{Q(1)(p), \ldots, Q(K)(p)\}}$, and $Q(k)(p)$ is the $p$th quantile of the $k$th segment of the online stream (Def. 2.7), $Q(1)(p), \ldots, Q(K)(p)$ are the $p$th quantiles of the offline datasets (Definition 2.3), $N(k) = \min \{ N_j : Q(j)(p) = Q(k)(p) \}$ and $D_k(\alpha)$ is defined in Equation 5.

Observe that Theorem 6 recovers Theorem 5 if $(S_t)_{t \geq 1}$ is i.i.d. Theorem 6 shows that even in the general case, FP + FN only scale with the number and complexity of change-points, and not with the stream length $T$.

8. Experiments
8.1. Synthetic data experiments
We evaluated our algorithm using two synthetic datasets, reflecting all scenarios discussed in this paper. The metrics are abstention percentages (Abs. %) and mistake counts (FP + FN), averaged over 1000 streams each with 2000 samples drawn from Normal distributions with random parameters, with $p = 1 - 10^{-2}$ and $\alpha = 10^{-3}$. Our comparisons against common thresholding baselines: $\tau^{0.05}$ for static thresholding, DSpot for dynamic thresholding, and EQ for empirical quantiles using online gradient descent, are presented in Table 4. Implementation details and additional experiments on Pareto distributions are in Appendix G. These results

Figure 3: Decision boundaries for the same synthetic data stream, without offline dataset (a) and with (b). Incorporating datasets allows us to significantly reduce abstention.

Abstains reduced if offline data is useful. Suppose the online stream $(S_t)_{t=1}^{T}$ and the offline datasets $D_1, \ldots, D_K$ are such that for all segments $k \in [H_T]$, there exists an offline dataset $j \in [K]$ s.t. $Q(k)(p) = Q(j)(p)$. Theorem 6 guarantees that abstains
$$
\mathcal{O}(\sqrt{T}N \left( \sqrt{1 + \frac{T}{N}} - 1 \right) + \sum_{k=1}^{H_T} D_k(\alpha),
$$
where $N = \min \{ N_j : \exists k \in [H_T] : Q(j)(p) = Q(k)(p) \}$ is size of the smallest useful offline dataset. Thus, if the useful offline data is large ($N >> T$), the fraction of abstains is small even in the presence of non-stationarity (Fig. 3).

Bounded degradation if offline data is arbitrary. Theorem 6 proves that in the worst-case when the offline datasets are arbitrary, abstains are at-most $\mathcal{O}(\sqrt{T}N + \sum_{k=1}^{H_T} D_k(\alpha))$, which is comparable to Theorem 4 with an additional additive term of $\sum_{k=1}^{H_T} D_k(\alpha)$. This extra term arises due to incurring delay in both identifying a change-point on the online stream, and deciding that either the new segment has the same $p$th quantile as one of the offline datasets or not. This penalty is incurred since Algorithm 5 does not know both the time of change-points and if the $p$th quantile of any offline datasets equals that of the online. Thus, Theorem 6 is adaptive, yielding low mistakes and abstains in the event that the offline dataset is useful while simultaneously bounding worst-case performance independent of $T$ and $N$ when the offline dataset is arbitrary.
confirm our algorithm’s high accuracy, adaptability to distribution shifts, and effective learning from offline data, as outlined in Section 1’s desiderata. Figure 4 illustrates how our algorithm’s abstention rates and errors grow over time, corroborating our theoretical results.

<table>
<thead>
<tr>
<th>shift data</th>
<th>Ours</th>
<th>DPspot</th>
<th>EQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>12.1 ± 14</td>
<td>30 ± 6</td>
<td>15 ± 3</td>
</tr>
<tr>
<td></td>
<td>0 ± 4</td>
<td>5.3 ± 3</td>
<td>9.1 ± 3</td>
</tr>
<tr>
<td>✓</td>
<td>32.7 ± 9.1</td>
<td>30 ± 6</td>
<td>15 ± 3</td>
</tr>
<tr>
<td></td>
<td>5.2 ± 3</td>
<td>195 ± 71</td>
<td>225 ± 95</td>
</tr>
<tr>
<td>✓</td>
<td>9.3 ± 1.2</td>
<td>30 ± 6</td>
<td>15 ± 3</td>
</tr>
<tr>
<td></td>
<td>0 ± 0</td>
<td>5.3 ± 3</td>
<td>9.1 ± 3</td>
</tr>
<tr>
<td>✓</td>
<td>18.9 ± 4.1</td>
<td>30 ± 6</td>
<td>15 ± 3</td>
</tr>
<tr>
<td></td>
<td>2.0 ± 1.5</td>
<td>155 ± 69</td>
<td>173 ± 64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>160 ± 64</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Synthetic dataset results. We used Algorithm 1, 3, 4, 5 as “ours” for the four settings respectively. Compared to baselines, we achieve significant less mistakes (FP+FN) with low abstain rate, especially in settings with shift.

8.2. MNIST anomaly detection

We tested our algorithms on the MNIST dataset for one-class anomaly detection to demonstrate their real-world efficacy. We designated even digits as normal and odd digits as anomalous, and created data streams by sampling (e.g. Fig 5). To show synergy of our thresholding algorithm with standard anomaly detection algorithms, we obtain anomaly scores from two models: convolutional autoencoder neural networks (NN) and isolation forests (IF), both trained on the normal class. With parameters set at $p = 0.99$ and $\alpha = 0.01$ for streams of 1000 samples, Table 2 illustrates our algorithm’s improved performance over baselines.

8.3. Case study of real AD application

We also perform a case study on two real world datasets ($DS1$ and $DS2$) obtained from large scale cloud computing services. Each dataset is a stream of anomaly scores obtained by applying the same black box anomaly detection algorithm (Details in Table 4). The practically motivated target in these datasets is to report 0.001% anomalies, i.e., $p = 1 - 10^{-6}$. Table 5 in the appendix reports the full result and comparison to baselines. We found that (i) our method achieves desired anomaly volume, (ii) incorporating offline data reduces the number of abstains without changing the volume of anomalies raised, and (iii) the volume of anomalies detected by all other methods are an order of magnitude higher leading to alert-fatigue.

9. Related Work

Dynamic thresholding for AD. AD is an extensively researched topic, where a common paradigm is to first model data likelihood and then use a threshold to decide if a data point is normal or anomalous. This threshold is typically determined by an expert or offline through cross-validation (Luo et al., 2021; Schmidl et al., 2022). Dynamic and automatic methods makes AD algorithms more practical in real-world deployment (Ali et al., 2013; Hundman et al., 2018), and are necessary where the data distribution can shift (Siffer et al., 2017). Our work is the first to provide abstain and mistake bounds on dynamic thresholding without assumptions on the underlying data distribution. Appendix F contains more related work.

Confidence Sequences (CS). We incorporate theoretical results of confidence sequences (Ramdas et al., 2022) in our analysis. (Maharaj et al., 2023; Howard and Ramdas, 2022) derived the CS algorithm for estimating quantiles online with any-time guarantees, and (Shekhar and Ramdas, 2023) leverages CS for detecting distribution shifts.
10. Discussion

Our paper is the first to systematically theoretically and empirically show that thresholding algorithm can improve the overall performance of any anomaly scoring model for online anomaly detection. Through a simple argument (Theorem 15), we demonstrate that abstaining is necessary for high accuracy.

Our work introduces a new approach to online adaptive anomaly thresholding, leveraging CS to utilize offline data and dynamically adjust thresholds in real-time data streams. We give the first statistical guarantees on abstains and mistakes in various settings with non-stationary data streams and offline datasets (Theorem 2 - 6), motivated by practical AD applications. Our results are corroborated with synthetic and real experiments.

A limitation of our work is that the theoretical results rely on (1) samples are temporally independent and (2) change points are far apart and changes are detectable. These assumptions, although standard in theoretical literature, need not necessarily hold in all applications. Our algorithms also do not apply to cases when scores are temporal dependent, or if there are gradual drifts in the score distribution. Designing algorithms that provably work for these cases likely requires new techniques and is thus left for future work.

Impact Statement

This paper presents work whose goal is to advance analysis and performance of online anomaly detection, a popular use case of machine learning. There will be application-specific potential societal consequences of our work when applied, none which we feel must be specifically highlighted here.
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A. Illustrations

We give schematic of the various settings and special cases studied in this paper.

Figure 6: Illustration of the cases we study in this paper.

Figure 7: An illustration of Assumption 5.1 and 6.1 on a stream with 2 change-points \((H_T = 2)\) and \(K = 4\) offline datasets. Assumption 5.1 implies that the change-points on the stream are sufficiently far apart. Assumption 6.1 implies that the 4 CS do not intersect. Moreover, either the true quantile on the stream are outside the offline CS, i.e., \(Q^{(1)}(p)\) and \(Q^{(2)}(p)\) are not contained in any offline dataset’s CS. Or, it is the case that the online quantile matches one of the offline dataset, i.e., \(Q_{(2)}(p) = Q^{(3)}(p)\) in this example.
B. Proof of Theorem 2, stationary setting

Algorithm 6 OAD for stationary i.i.d. stream

Input: Quantile \( p \), Confidence \( 1 - \alpha \)

Output: Anomaly labels \( \hat{y}_1, \hat{y}_2, \ldots \)

for each time \( t \geq 1 \) do
  receive \( t \)-th input \( S_t \)
  compute \( C(p, \alpha, S_{1:t}) \) (Eq. 1)
  \( \hat{y}_t \leftarrow \text{Algorithm 1}(S_t, C(p, \alpha, S_{1:t})) \)
end

Theorem 7 (Formal version of Theorem 2). If the data-source \( S_1, S_2, \ldots \) are i.i.d., then with probability at-least \( 1 - 2\alpha \), for all times \( T \in \mathbb{N} \), Algorithm 6 satisfies

1. 0 False positives, 0 False negatives
2. Abstains is less or equal to \( 7 \sqrt{T \ln \left( \frac{1612 \ln (eT)}{\alpha^2} \right)} \)
3. Abstains is at-least \( \frac{1}{4} \sqrt{T \ln \left( \frac{1612 \ln (eT)}{\alpha^2} \right)} \)

Proof. In order to give the proof, we set some notations.

Definition B.1 (Good event \( E_1 \)).

\[
\mathcal{E}_1 := \bigcap_{t \in \mathbb{N}} \bigcap_{p \in (0, 1)} \{ \hat{Q}(p - u_{t}(\alpha), S_{1:t}) \leq Q(p) \leq \hat{Q}(p + u_{t}(\alpha), S_{1:t}) \}. 
\]  

(6)

In words, the good event states that for all time \( t \), the confidence sequence contains the true \( p \)th quantile. From Corollary 2 of (Howard and Ramdas, 2022), we know that \( \mathbb{P}[\mathcal{E}] \geq 1 - \alpha \). We remark that (Howard and Ramdas, 2022) show that even when \( (S_t)_{t \geq 1} \) are independent, but not necessarily identical, \( \mathbb{P}[\mathcal{E}] \geq 1 - \alpha \) holds as long as the \( p \)th quantile \( Q_t(p) := Q(p) \) for all \( t \geq 1 \). This extension relaxing the identical distribution will be crucial in the subsequent sections in the sequel.

Further, observe from the definition in Algorithm 6 and Equation 1 that for all \( t \in \mathbb{N} \) and \( p \in (0, 1) \),

\[
\{ \hat{Q}(p - u_{t}(\alpha), S_{1:t}) \leq Q(p) \leq \hat{Q}(p + u_{t}(\alpha), S_{1:t}) \} \subseteq \{ Q(p) \in C(p, \alpha, S_{1:t}) \}. 
\]

The reason for this inclusion is that the definition of \( C(\cdot) \) in Equation 1 has an extra factor of 2, i.e.,

\[
C(p, \alpha, S_{1:t}) := \left[ \hat{Q}(p - 2u_{t}(\alpha), y_{1:n}), \hat{Q}(p + 2u_{t}(\alpha), y_{1:n}) \right].
\]

In the rest of this proof, we will assume that the good event \( \mathcal{E} \) holds. It is immediately clear the following two claims hold, proving the first two statements of the theorem.

Claim 1. If event \( \mathcal{E} \) holds, then Algorithm 1 will not make any False Positive or False negative detections.

It now only remains to prove the third condition of the theorem. Define the sequence of indicator random variables indicating if time \( t \) is an abstain

\[
Z_t := \mathbf{1}(\hat{y}_t = \ast). 
\]  

(7)

From Algorithm 6, this is equivalent to

\[
Z_t = \mathbf{1}(S_t \in (\hat{Q}_t(p - 2u_{t-1}(\alpha), S_{1:t-1}), \hat{Q}_t(p + 2u_{t-1}(\alpha), S_{1:t-1}))).
\]
We denote by the filtration \((\mathcal{F}_t)_{t=1}^T\) to be generated by the observed sequence \((S_t)_{t=1}^T\), i.e., for all \(t \in \{1, \cdots, T\}\), \(\mathcal{F}_t := \sigma(S_1, \cdots, S_t)\).

The proof of claim 1 follows from the following three lemmas. For clarity, proof for these lemmas can be found after this proof finishes.

**Lemma 1** (Conditional expectation of abstains). For every \(t \geq 2\),

\[
4u_{t-1}(\alpha) \leq \mathbb{E}[Z_t 1_{\epsilon} | \mathcal{F}_{t-1}] \leq 6u_{t-1}(\alpha),
\]

holds almost-surely.

**Lemma 2** (Azuma-Hoeffding bound). Let \((Z_t)_{t=1}^T\) are bounded binomial variables and the sequence \((\mathcal{F}_t)_{t=1}^T\) is a probability filtration. Then for all \(\varepsilon > 0\),

\[
P\left[ \left| \sum_{s=1}^T Z_s - \mathbb{E}[Z_s | \mathcal{F}_{s-1}] \right| \geq \varepsilon \right] \leq 2 \exp \left( -\frac{\varepsilon^2}{2T} \right)
\]

We now apply Lemma 2 to the sequence of binary random variables \((\tilde{Z}_{t \geq 1}) := (Z_t 1_{\epsilon})_{t \geq 1}\) by setting \(\varepsilon = \sqrt{T \ln \left( \frac{4}{\alpha^2} \right)}\).

Thus, with probability at least \(1 - \alpha\), we have

\[
P\left[ \left| \sum_{s=1}^T \tilde{Z}_s - \mathbb{E}[\tilde{Z}_s | \mathcal{F}_{s-1}] \right| \leq \sqrt{T \ln \left( \frac{4}{\alpha^2} \right)} \right] \geq 1 - \alpha
\]

From a simple union-bound argument, we see that \(P[E \cap G_1] \geq 1 - 2\alpha\). Furthermore by definition of event \(G_1\), the following inequality holds almost-surely.

\[
1_{\tilde{G}_1} \sum_{s=1}^T Z_s \leq 1_{\tilde{G}_1} \sum_{s=1}^T \mathbb{E}[Z_s 1_{\epsilon} | \mathcal{F}_{s-1}] + \sqrt{T \ln \left( \frac{4}{\alpha^2} \right)}
\]

\[
\leq 1_{\tilde{G}_1} \left( 6u_{t-1}(\alpha) + \sqrt{T \ln \left( \frac{4}{\alpha^2} \right)} \right)
\]

\[
\leq 1_{\tilde{G}_1} \left( 7\sqrt{T \ln \left( \frac{1612 \ln(eT)}{\alpha^2} \right)} \right).
\]

In other words, the preceding display reads that on the event \(E \cap G_1\) holds, we have

\[
\sum_{s=1}^T Z_s \leq 7\sqrt{T \ln \left( \frac{1612 \ln(eT)}{\alpha^2} \right)}.
\]

Similarly, from the definition of \(G_1\), we also have

\[
1_{\tilde{G}_1} \sum_{s=1}^T Z_s \geq 1_{\tilde{G}_1} \sum_{s=1}^T \mathbb{E}[Z_s 1_{\epsilon} | \mathcal{F}_{s-1}] - \sqrt{T \ln \left( \frac{4}{\alpha^2} \right)}
\]

\[
\leq 1_{\tilde{G}_1} \left( 2u_{t-1}(\alpha) - \sqrt{T \ln \left( \frac{4}{\alpha^2} \right)} \right),
\]
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we have that

The proof is complete since \( P[\mathcal{E} \cap G_1] \geq 1 - 2\alpha. \)

Below we provide the proof of each lemma used in proof of Theorem 2.

Proof of Lemma 1. We can compute the conditional expectation as

\[
\mathbb{E}[Z_t 1_{\mathcal{E}} | \mathcal{F}_{t-1}] = \mathbb{P}[S_t \in (\hat{Q}(p - 2u_{t-1}(\alpha), S_{1:t-1}), \hat{Q}(p + 2u_{t-1}(\alpha), S_{1:t-1})) \cap \mathcal{E}|\mathcal{F}_{t-1}],
\]

(a) \( \leq \mathbb{P}[S_t \in (Q(p - 3u_{t-1}(\alpha)), Q(p + 3u_{t-1}(\alpha))|\mathcal{F}_{t-1}] \)

(b) \( \leq \mathbb{P}[S_t \in (Q(p - 3u_{t-1}(\alpha)), Q(p + 3u_{t-1}(\alpha))] \)

(c) \( \leq 6u_{t-1}(\alpha). \)

Step (a) follows from the fact that on event \( \mathcal{E} \), for all times \( t \in \mathbb{N} \) and quantiles \( p \in (0, 1) \), we have \( Q(p) \leq \hat{Q}(p + u_t(\alpha), S_{1:t}) \) and \( Q(p) \geq \hat{Q}(p - u_t(\alpha), S_{1:t-1}) \) holds. Step (b) follows since \((S_t)_{t \geq 1}\) is an i.i.d. sequence and thus \( S_t \) is independent of \( \mathcal{F}_{t-1} \). Step (c) follows from the standard fact that for any \( \mathbb{R} \) valued continuous random variable, and for any quantiles \( 0 \leq p_1 \leq p_2 \leq 1, \mathbb{P}[X \in (Q(p_1), Q(p_2))] = p_2 - p_1. \) Similarly, we have

\[
\mathbb{E}[Z_t 1_{\mathcal{E}} | \mathcal{F}_{t-1}] = \mathbb{P}[S_t \in (\hat{Q}(p - 2u_{t-1}(\alpha), S_{1:t-1}), \hat{Q}(p + 2u_{t-1}(\alpha), S_{1:t-1})) \cap \mathcal{E}|\mathcal{F}_{t-1}],
\]

(a) \( \geq \mathbb{P}[S_t \in (Q(p - u_{t-1}(\alpha)), Q(p + u_{t-1}(\alpha))|\mathcal{F}_{t-1}] \)

(b) \( \leq \mathbb{P}[S_t \in (Q(p - u_{t-1}(\alpha)), Q(p + u_{t-1}(\alpha))] \)

(c) \( \leq 2u_{t-1}(\alpha). \)

follows from the fact that on event \( \mathcal{E} \), for all times \( t \in \mathbb{N} \) and quantiles \( p \in (0, 1) \), we have \( Q(p) \leq \hat{Q}(p + u_t(\alpha), S_{1:t}) \) and \( Q(p) \geq \hat{Q}(p - u_t(\alpha), S_{1:t-1}) \) holds. Step (b) follows since \((S_t)_{t \geq 1}\) is an i.i.d. sequence and thus \( S_t \) is independent of \( \mathcal{F}_{t-1} \). Step (c) follows from the standard fact that for any \( \mathbb{R} \) valued continuous random variable, and for any quantiles \( 0 \leq p_1 \leq p_2 \leq 1, \mathbb{P}[X \in (Q(p_1), Q(p_2))] = p_2 - p_1. \) \( \square \)

Proof of Lemma 2. Denote by the sequence of 0 mean random variables \( \tilde{Z}_t := Z_t - \mathbb{E}[Z_t|\mathcal{F}_{t-1}] \). Denote by the running sum \( Y_t := \sum_{s=1}^{t} \tilde{Z}_s \). It is easy to verify that \((Y_t)_{t=1}^T\) is a martingale sequence. Further from definition, we have have that almost-surely, for all \( t \in \{1, \cdots, T\} \), \( |Y_t - Y_{t-1}| \leq 2 \). Thus, from Azuma Hoeffding inequality for bounded martingales, we have that

\[
\mathbb{P} \left[ \sum_{s=1}^{T} \tilde{Z}_s \geq \sqrt{T \ln \left( \frac{4}{\alpha^2} \right)} \right] \leq 2 \exp \left( -\frac{2T \ln \left( \frac{4}{\alpha^2} \right)}{4T} \right), \quad (8)
\]

\[
\leq \frac{\alpha}{2}. \quad (9)
\]

C. Proofs from Section 5

The proofs in this section are dependent on the following good-event, under which we will perform the analysis.
Definition C.1 (Good event 2). Let \( (S_t)_{t=1}^T \sim \left(T, H_T, (\tau_e)_{e=0}^{H_T}, (f_e)_{e=0}^{H_T}\right) \), with quantile functions of the \( H_T + 1 \) segments given by \( (Q_e(\cdot))_{e=0}^{H_T} \). Define \( \mathcal{E}_2 \) as

\[
\mathcal{E}_2 := \bigcap_{k=1}^{H_T} \mathcal{E}_2^{(k)},
\]

where for each \( k \in [H_T] \),

\[
\mathcal{E}_2^{(k)} = \bigcap_{p \in [0,1]} \bigcap_{t_i = \tau_k} t_2 = \tau_k + 1 \left\{ \hat{Q}(p - u_{t_2 - t_1}(\alpha), S_{t_1:t_2}) \leq Q^{(k)}(p) \leq \hat{Q}(p - u_{t_2 - t_1}(\alpha), S_{t_1:t_2}) \right\},
\]

where \( \hat{Q} \) is the empirical quantile and \( u_{(\cdot)}(\cdot) \) is defined in Equation (2).

In words, \( \mathcal{E}_2 \) is the intersection over all the \( H_T + 1 \) stationary segments, where for each segment the quantile estimate is close to the true quantile for all quantiles. Following Corollary 2 of (Howard and Ramdas, 2022) and an union bound, we get the following.

Proposition 8.

\[
P[\hat{\mathcal{E}}_2] \geq 1 - T\alpha.
\]

Proof. We analyze the complement as follows.

\[
P[\hat{\mathcal{E}}_2^c]
\leq \sum_{k=0}^{H_T} \sum_{t_i = \tau_k} t_2 = \tau_k + 1 \left\{ \hat{Q}(p - u_{t_2 - t_1}(\alpha), S_{t_1:t_2}) > Q^{(k)}(p) \right\} \cup \left\{ Q^{(k)}(p) > \hat{Q}(p - u_{t_2 - t_1}(\alpha), S_{t_1:t_2}) \right\},
\]

Step (a) follows from Corollary 2 of (Howard and Ramdas, 2022).

In addition, we also need a generalization of event \( \mathcal{G}_1 \) to the piece-wise stationary stream.

\[
\mathcal{G}_2 := \bigcap_{k=0}^{H_T} \bigcap_{t_i = \tau_k} \bigcap_{t = t_i}^{\tau_k + 1} \left\{ \sum_{t=t_i}^{\tau_k + 1} \left| Z_{t:t_i} - \mathbb{E}[Z_{t:t_i}|\mathcal{F}_{t-1}] \right| \leq \sqrt{(\tau_{k+1} - \tau_k) \ln \left( \frac{4}{\alpha^2} \right)} \right\},
\]

where

\[
Z_{t:t_1} := 1(S_t \in (\hat{Q}_t(p - 2u_{t-t_1}(\alpha), S_{t_1:t_1-1}), \hat{Q}_t(p + 2u_{t-t_1}(\alpha), S_{t_1:t_1-1})),
\]

and \( \mathcal{F}_{t-1} := \sigma(S_{1:t-1}) \) is the sigma-algebra generated by the first \( t - 1 \) samples.

Proposition 9.

\[
P[\mathcal{G}_2] \geq 1 - T\alpha.
\]
For a given $k$ and $t_1$, the proof follows from an application of Azuma-Hoeffding similar to the proof of Theorem 2. Applying an union bound over $k$ and $t_1$ yields the result.

In the rest of this section, denote the good event $E_2$ as

$$E_2 = \hat{E}_2 \cap G_2,$$  \hspace{1cm} (13)

where $\hat{E}_2$ is defined in Equation (10) and $G_2$ in Equation (11).

**Proposition 10.**

$$\mathbb{P}[\hat{E}_2] \geq 1 - T\alpha.$$  

The proof follows from an union bound using estimates in Proposition 8 and 9.

### C.1. Proof of Proposition 3

![Algorithm 3 output on a piece-wise stationary stream.](image)

Figure 8: Algorithm 3 output on a piece-wise stationary stream.

In order to give the proof of Proposition 3, we need the following general lemma on change-detection.

**Proposition 11** (Stream with a single change-point). Let $(S_t)_{t=1}^T$ be a piecewise stationary stream with a single change-point, i.e., $H_T = 1$ with the change-point instant $\tau_1 = \tau \in [T]$. Denote by $\Delta := \text{Shift}(f^{(0)}, f^{(1)}, p)$ as the distribution shift magnitude. Denote by $\tau' \in \mathbb{N}$ as the first time when the `if` statement in Algorithm 3 evaluates to `True`, i.e., a change is detected for the first time by Algorithm 3. Then, under the good event $E_2$ (Definition C.1),

$$\tau \leq \tau' \leq \inf_{\tau} \left\{ u_{\tau}(\alpha) + u_{\tau-\tau}(\alpha) \leq \frac{\Delta}{6} \right\},$$

where $u_t(\alpha)$ is given in Equation (7).

We recall some notation to give the proof. The two distributions are denoted by $f^{(0)}$ and $f^{(1)}$ and their corresponding quantile functions are given by $Q^{(0)}(\cdot)$ and $Q^{(1)}(\cdot)$, where for $i \in \{0, 1\}$, the function $Q^{(i)}(\cdot) : [0, 1] \to \mathbb{R}$ is such that for all $p \in [0, 1]$, $Q^{(i)}(p)$ is the $p$th quantile of the distribution $f^{(i)}$. Since we assume all distributions are continuous, the existence and uniqueness of quantile functions are granted.

**Proof that $\tau \leq \tau'$**

Observe that under the event $E_2$, we have for all $t_1 < t_2 \in [\tau]$, $Q^{(0)}(p) \in C(p, \alpha, S_{t_1:t_2})$. Thus, for all $t \in [\tau]$, $Q^{(0)}(p) \in \bigcap_{k=1}^t C(p, \alpha, S_{t_k:t_{k+1}})$ and in particular, $\bigcap_{k=1}^t C(p, \alpha, S_{t_k:t_{k+1}})$ is non-empty. Therefore, under event $E_2$, for all $t \in [\tau]$, Algorithm 2 will never return `True` for the input sequence $S_{1:t}$.

**Proof on the upper bound of $\tau'$**
Since $\Delta > 0$, we will assume here that $Q(0)(p) < Q(1)(p)$ and this is without loss of generality since the proof for the other case follows identically. To prove the upper bound, it suffices to prove that if event $E_2$ holds and no change is detected till time $\tau' = \inf\{\tau : u_\tau(\alpha) + u_{\tau - \tau}(\alpha)\}$, then at time $\lceil \tau' \rceil$, a change point will be detected.

In order to prove this, we need to establish that $\bigcap_{s = 1}^{\lceil \tau' \rceil} C(p, \alpha, S_{s:t}) \cap \bigcap_{s=1}^{\lceil \tau' \rceil} C(p, \alpha, S_{1:s}) = \emptyset$. A sufficient condition for this is to prove that $C(p, \alpha, S_{T-1:|\tau|}) \cap C(p, \alpha, S_{1:|\tau|}) = \emptyset$, i.e., the following implication holds

$$C(p, \alpha, S_{T-1:|\tau|}) \cap C(p, \alpha, S_{1:|\tau|}) = \emptyset \implies \bigcap_{s = 1}^{\lceil \tau' \rceil} C(p, \alpha, S_{s:t}) \cap \bigcap_{s=1}^{\lceil \tau' \rceil} C(p, \alpha, S_{1:s}) = \emptyset. \quad (14)$$

From Equation (1), we know that

$$C(p, \alpha, S_{1:|\tau|}) = \left[ \hat{Q}(p - 2u_{\tau}(\alpha), S_{1:|\tau|}), \hat{Q}(p + 2u_{\tau}(\alpha), S_{1:|\tau|}) \right].$$

Since event $E_2$ holds, it follows that

$$\begin{align*}
\hat{Q}(p + 2u_{\tau}(\alpha), S_{1:|\tau|}) &\leq Q(0)(p + 3u_{\tau}(\alpha)) \quad (15) \\
\hat{Q}(p - 2u_{[\tau]-\tau}(\alpha)) &\geq Q(1)(p - 3u_{[\tau]-\tau}(\alpha)). \quad (16)
\end{align*}$$

Further, from the definition of $\Delta$ in Definition 5.1 and the assumption that $Q(0)(p) < Q(1)(p)$ we know that

$$Q(0)(p + \Delta) \leq Q(1)(p - \Delta) \quad (17)$$

Now, from the definition of $\tau'$, we know that

$$3(u_{\tau}(\alpha) + u_{[\tau]-\tau}(\alpha)) \leq \Delta \quad (18)$$

Now, combining the inequalities in Equations (16, 17, 18), we get that

$$\begin{align*}
\hat{Q}(p + 2u_{\tau}(\alpha), S_{1:|\tau|}) &\leq Q(0)(p + 3u_{\tau}(\alpha)) \quad (19a) \\
&\leq Q(0)(p + 3u_{\tau}(\alpha) + 3u_{[\tau]-\tau}(\alpha)) \quad (19b) \\
&\leq Q(1)(p + \Delta) \quad (19c) \\
\hat{Q}(p - 2u_{[\tau]-\tau}(\alpha)) &\geq Q(1)(p - 3u_{[\tau]-\tau}(\alpha)) \quad (19d) \\
&\geq \hat{Q}(p - 2u_{\tau}(\alpha), S_{[\tau]:1}) \quad (19e)
\end{align*}$$

Step (a) follows from the fact that since $f(0)$ and $f(1)$ are a continuous distribution, we have for all $i \in \{0, 1\}$ and $a; 0 < p_1 < p_2 < 1, Q(i)(p_1) < Q(i)(p_2)$. Thus, Equation (19) gives that under the event $E_2: C(p, \alpha, S_{T-1:|\tau|}) \cap C(p, \alpha, S_{1:|\tau|}) = \emptyset$, which from Equation (14) implies that if Algorithm 2 is queried with input $S_{1:|\tau|}$, will return a 1, i.e., detect a change-point.

**Concluding the proof of Proposition 3 as an application of Proposition 11**

**Proof.** The proof rests on the following numerical claim.

**Claim 2.** If $\tau \geq \frac{80}{\Delta} \ln \left( \frac{1612}{\alpha \Delta^2} \right)$, then $u_{\tau}(\alpha) \leq \Delta/6$ holds.

**Proof of Claim 2.** Suppose $\tau \geq \frac{80}{\Delta} \ln \left( \frac{1612}{\alpha \Delta^2} \right)$. Then

$$u_{\tau}(\alpha) \leq \sqrt{\frac{\ln \left( \frac{1612}{\alpha \Delta^2} (1 + \ln(\tau)) \right)}{\tau}} \leq \frac{\Delta}{6} \sqrt{\frac{\ln \left( \frac{1612}{\alpha \Delta^2} (1 + \ln(\tau)) \right)}{5 \ln \left( \frac{1612}{\alpha \Delta^2} \right)}},$$
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\[
\leq \Delta \sqrt{\frac{\ln \left( \frac{1612}{\alpha} \left( 1 + \ln \left( \frac{20}{\Delta^2} \ln \left( \frac{1612}{\alpha} \right) \right) \right) \right)}{5 \ln \left( \frac{1612}{\alpha \Delta^2} \right)}},
\]

\[
\leq \frac{\Delta}{6}.
\]

Applying Claim 2 to both \( \tau \) and \( \tau' - \tau \) allows us to satisfy the condition in Proposition 3.

\[
\tau \geq \frac{80}{\Delta^2} \ln \left( \frac{1612}{\alpha \Delta^2} \right), \quad \lceil \tau' \rceil - \tau \geq \frac{80}{\Delta^2} \ln \left( \frac{1612}{\alpha \Delta^2} \right) = \frac{\Delta}{6},
\]

\[
\Rightarrow u_\tau(\alpha) \leq \frac{\Delta}{6}, \quad u_{\lceil \tau' \rceil - \tau}(\alpha) \leq \frac{\Delta}{6},
\]

\[
\Rightarrow 3(u_\tau(\alpha) + u_{\lceil \tau' \rceil - \tau}(\alpha)) \leq \Delta.
\]

C.2. Proof of Theorem 4

Theorem (4). Let \((S_i)_{i=1}^T \sim (T, H_T, (\tau_i)_{i=0}^{H_T}, (f_i)_{i=0}^{H_T})\) be a piece-wise stationary data-stream satisfying Assumption 5.1 for \( \alpha \in (0, 1) \). Then, with probability at-least \( 1 - 2T\alpha \), Algorithm 3 satisfies both

- \( \text{FP} + \text{FN} \leq \sum_{k=1}^{H_T} D(\Delta_k, \alpha) = H_T \cdot O\left( \frac{1}{\ln_{\Delta_k}} \right) \),
- \( \text{Number of abstains} \leq \sum_{k=1}^{H_T} \left[ 7 \sqrt{(\tau_k - \tau_{k-1}) \ln \left( \frac{1612}{\alpha^2 \Delta_k^2} \ln(3(\tau_k - \tau_{k-1})) \right)} + D(\Delta_k, \alpha) \right] \),

where for all \( k \in [H_T] \), \( \Delta_k = \text{Shift}(f^{(k)}, f^{(k-1)}, p) \) is the quantile shift defined in Definition 5.1 and \( D(\cdot, \cdot) \) is defined in Equation 3.

At a high-level, the proof idea is to show in Lemma 3 that if Assumption 5.1 holds, then under the good event in Equation (13) (i) there are no false positive detections, and (ii) all the true changes are detected with bounded delay. This will conclude the proof of Theorem 4 since a simple union bound over Corollary 2 of (Howard and Ramdas, 2022) implies that the good event in Equation (13) holds with probability at-least \( 1 - T\alpha \).

In order to formalize the proof, we recall notations. As before, denote by \( \tau_1 < \tau_2 \cdots < \tau_k < \tau_{k+1} \) be the set of times at which a true-change occurs. For each \( k \in \{1, \cdots, H_T\} \), denote by \( \tau'_k \) as the time at which Algorithm 3 detects a change for the \( k \)th time. The first observation is the lemma below which states that there are no false positives and the delay of all change detections are bounded.

Lemma 3 (No false detections and bounded delay). Under the event \( \mathcal{E}_2 \), if Assumption 5.1 holds, then for all \( k \in \{1, \cdots, H_T\} \),

- \( \tau'_k \geq \tau_k \), and
- \( \tau'_k - \tau_k \leq D(\Delta_k, \alpha) \).

Before giving the proof of the lemma, we show how it concludes the Proof of Theorem 4.

Proof of Theorem 4. We can break down the analysis by change points, because we know that all changes are detected before the next change occurs. Moreover, Algorithm 3 restarts a fresh copy of Algorithm 6 after each change point is detected, and thus we can use the guarantees given in Theorem 2.
We prove the result by induction on $k$. Algorithm 3, we know that at time $\tau_k$, Assumption 5.1 ensures that the analysis is similar for number of abstains.

Now, under Assumption 5.1, we know that

$$FP + FN = \sum_{k=0}^{H_T} \left( \sum_{t=\tau_k}^{\tau_k'} 1(\text{Time } t \text{ is a mistake}) + \sum_{t=\tau_k'+1}^{\tau_k+1} 1(\text{Time } t \text{ is a mistake}) \right) \leq \sum_{k=0}^{H_T} (\tau_k' - \tau_k) + 0 \quad \text{(Event $E_2$ definition in Equation (13))} \leq \sum_{k=0}^{H_T} D(\Delta_k, \alpha) + 0 \quad \text{(Lemma 3)}$$

The analysis is similar for number of abstains.

$$\text{Abstains} = \sum_{k=0}^{H_T} \left( \sum_{t=\tau_k}^{\tau_k'} 1(\text{Time } t \text{ is abstained}) + \sum_{t=\tau_k'+1}^{\tau_k+1} 1(\text{Time } t \text{ is abstained}) \right) \leq \sum_{k=0}^{H_T} (\tau_k' - \tau_k) + \sum_{t=\tau_k'+1}^{\tau_k+1} 1(\text{Time } t \text{ is abstained}) \leq \sum_{k=0}^{H_T} \left[ D(\Delta_k, \alpha) + \sum_{t=\tau_k'+1}^{\tau_k+1} 1(\text{Time } t \text{ is abstained}) \right],$$

$$\leq \sum_{k=0}^{H_T} \left[ D(\Delta_k, \alpha) + \sum_{t=\tau_k'+1}^{\tau_k+1} 1(Z_t; \tau_k' = 1) \right],$$

$$\leq \sum_{k=0}^{H_T} \left[ D(\Delta_k, \alpha) + 7 \left( \tau_k' - \tau_k \right) \ln \left( \frac{1612}{\alpha^2} \ln(3(\tau_k - \tau_{k-1})) \right) \right].$$

In step (a), we use the definition of $Z_t$: as used in Equation (11) and in step (b), we use the fact that event $G_2$ holds and thus the calculations from Theorem 2 can be used.

C.3. Proofs of Lemma 3

We prove the result by induction on $k \in \{1, \cdots, H_T\}$.

**Base case of $k = 1$:** Observe that under event $E_2$, we have $\tau_1' \geq \tau_1$. This is so since for all times $t \in \{1, \cdots, \tau_1\}$, there will be no distribution-shift detected, since by definition under event $E_2$, the forward and backward CS will contain at-least the true quantile and will thus be non-empty.

Now, under Assumption 5.1, we know that $\tau_1 \geq \frac{20}{\Delta^2} \ln \left( \frac{1612}{\alpha^2} \right)$. Thus, by Proposition 3 we know that $\tau_1' - \tau_1 \leq \frac{20}{\Delta^2} \ln \left( \frac{1612}{\alpha^2} \right) := D(\Delta_1, \alpha)$, where the last equality is from definition in Equation (3). This proves the induction base case.

**Induction hypothesis:** Now, assume that for some $k \in \{1, \cdots, H_k\}$, we have that $\tau_k' - \tau_k \leq D(\Delta_k, \alpha)$. We will now show that the $(k+1)$th detection time $\tau_{k+1}'$ satisfies $\tau_{k+1}' - \tau_{k+1} \leq D(\Delta_{k+1}, \alpha)$.

Assumption 5.1 ensures that $\tau_{k+1} - \tau_k \geq D(\Delta_k+1, \alpha) + D(\Delta_k, \alpha)$. The induction hypothesis gives that $\tau_k' - \tau_k \leq D(\Delta_k, \alpha)$. Thus, under Assumption 5.1 and the induction hypothesis, we have that $\tau_{k+1}' - \tau_k' \geq D(\Delta_{k+1}, \alpha)$. From the working in Algorithm 3 we know that at time $\tau_k$, a new instantiation of Algorithm 6 is started. Following the same arguments as for the
We outline the full algorithm for the offline data setting in algorithm 7, followed by the proof of Theorem 5. To set the ideas, we will need some definitions.

The following corollary states that if a process \( \tau_{k+1} \) is \( \alpha \)-detectable according to Assumption 5.1, with \( \tau_k \geq D(\Delta_{k+1}, \alpha) \) pre-change samples, Proposition 3 gives that \( \tau_{k+1} - \tau_k \leq D(\Delta_{k+1}, \alpha) \). Thus, the induction hypothesis is proved.

C.4. Details on Assumption 5.1

The following corollary states that if a process \( (S_i)_{i=1}^T \) is \( \alpha \)-detectable, then it is also \( \alpha/T \) detectable with an additional log-factor, made precise in the following corollary.

**Corollary 11.1.** For a given \( \alpha \in (0, 1) \), \( T \in \mathbb{N} \), \( H_T \leq T - 1 \) and distributions \( (f(c))_{c=0}^{H_T} \), if \( (T, H_T, (\tau_c)_{c=0}^{H_T}, (f(c))_{c=0}^{H_T}) \) is \( \alpha \)-detectable according to Assumption 5.1 with \( T \geq 9 \) and \( \frac{1612}{\alpha \Delta^2} \geq 9 \) for all \( k \in [H_T] \), then the process \( (T[\log(T)], H_T, (\tau_c[\log(T)])_{c=0}^{H_T}, (f(c))_{c=0}^{H_T}) \) is \( \alpha/T \)-detectable.

**Proof.** We need to verify that for all \( k \in [H_T] \), the bound \( [\log(T)](\tau_k - \tau_{k-1}) \) satisfies the conditions in Definition 5.1 by with \( \alpha/T \) in place of \( \alpha \). Consider \( k = 1 \). Since \( (T, H_T, (\tau_c)_{c=0}^{H_T}, (f(c))_{c=0}^{H_T}) \) is \( \alpha \)-detectable, we have

\[
\tau_1 \geq D(\Delta_1, \alpha).
\]

Thus, multiplying both sides by \( [\log T] \), we get that

\[
[\log T] \tau_1 \geq [\log T] D(\Delta_1, \alpha),
\]

\[
= [\log T] \frac{80}{\Delta^2} \ln \left( \frac{1612}{\alpha \Delta^2} \right),
\]

\[
\geq C_1 \ln(T) \left( \frac{C_2}{\alpha} \right),
\]

\[
\geq C_1 \ln \left( \frac{C_2 T}{\alpha} \right),
\]

\[
= D \left( \frac{\Delta_1}{\alpha}, \frac{\alpha}{T} \right)
\]

In step (a), we let \( C_1 = \frac{80}{\Delta^2} \) and \( C_2 = \frac{1612}{\Delta^2} \). Step (b) follows since \( T \geq 9 \) and \( \frac{1612}{\alpha \Delta^2} \geq 9 \) for all \( k \in [H_T] \).

D. Algorithm and proof for Theorem 5 stationary stream with offline data

We outline the full algorithm for the offline data setting in algorithm 7 followed by the proof of Theorem 5. To set the ideas, we will need some definitions.

**Definition D.1.** For every \( j \in [K] \), we denote by \( Q(j)(p) \in \mathbb{R} \) as the \( p \)th quantile of the \( j \)th dataset \( D_j := \{X^{(j)}_i\}_{i=1}^{N_j} \).

**Definition D.2** (Good event 3). Define the event \( \mathcal{E}_3 \) as

\[
\mathcal{E}_3 := \mathcal{G}_2 \cap \left\{ \left. \bigcap_{p \in [0,1]} \bigcap_{j=1}^{K} \{ Q(k)(p - u_{N_j}(\alpha)) \leq \bar{Q}(p, \{X^{(j)}_i\}_{i=1}^{N_j}) \leq Q(k)(p + u_{N_j}(\alpha)) \} \right| \bigcap_{t \in \mathbb{N}} \{ \bar{Q}(p - u_t(\alpha), S_{1:t}) \leq Q(p) \leq \bar{Q}(p + u_t(\alpha), S_{1:t}) \} \right\},
\]

(20)

where \( Q(p) \) is the \( p \)th quantile of the i.i.d. sequence \((S_t)_{t \geq 1}\), and \( \mathcal{G}_2 \) is defined in Equation (11).

**Proposition 12.**

\[
P[\mathcal{E}_3] \geq 1 - (K + 2T)\alpha.
\]

The proof of this follows using Corollary 2 of [Howard and Ramdas 2022] and an union bound similar to the proof of Proposition 10.
Algorithm 7 Stationary stream with offline datasets

Input: Quantile $q$, Confidence $1 - \alpha$, offline datasets $D_1, D_2, \ldots, D_K$.

Output: Anomaly labels $\hat{y}_1, \hat{y}_2, \ldots$

for each time $t \geq 1$ do
    Receive $t^{th}$ input $S_t$
    $\hat{y}_t \leftarrow$ Algorithm 4($p, \alpha, S_{1:t-1}, (D_1, \ldots, D_K)$)
end

Theorem 5. Let the online stream $(S_t)_{t \geq 1}$ be i.i.d. from distribution $f$ and the $j \in [K]$ offline dataset with $N_j$ i.i.d. samples have distribution $f_{(j)}$. Further, let the offline dataset be $(p, \alpha)$ well-separated, i.e., satisfy the condition in Definition 6.1. Let $\Delta = \min_{1 \leq j \leq K} \text{Shift}(f, f_{(j)}, p)$ and $\bar{\tau}$ is defined in Section 6. Then with probability at-least $1 - (K + 2T)\alpha$, for all times $T \in \mathbb{N}$, all of the following holds for Algorithm 7.

- If $\Delta = 0$, then,
  - FP + FN = 0 and
  - Abstains $\leq B(N + T, \alpha) - \frac{1}{28} B(N, \alpha) + \bar{\tau}$,
  where $N = \min\{N_j : \text{Shift}(f, f_{(j)}, p) = 0\}$ and $B(\cdot, \cdot) : \mathbb{N} \times [0, 1] \rightarrow \mathbb{R}_+$ is given by $B(Y, \alpha) = \sqrt{Y} \ln \left(\frac{1612 \ln(3Y)}{\alpha^2}\right)$.

- On the other hand, if $\Delta > 0$, then
  - FP + FN $\leq \bar{\tau}$ and
  - Abstains $\leq \bar{\tau} + B(T, \alpha)$.

Proof. The proofs are based on two structural lemmas in Lemma 4 and 5.

Lemma 4. Suppose there exists $j \in [K]$ such that the $p$th quantile of the offline dataset $D_j$ and the online stream $(S_t)$ are identical, i.e., $\text{Shift}(f, f_{(j)}, p) = 0$. If the offline datasets $D_1, \ldots, D_K$ satisfy the conditions in Definition 6.1 and the good event $\mathcal{E}_3$ holds, then for all time $t$, $j \in \{j' \in [K] : C(p, \alpha, D_{j'}) \cap C(p, \alpha, S_{1:t-1}) = \emptyset\}$.

Proof. Under the hypothesis of the Lemma, $Q_{(j)}(p) = Q(p)$. Further, since event $\mathcal{E}_3$ holds, we know that for all $t \in \mathbb{N}$, $Q(p) \in C(p, \alpha, S_{1:t-1})$ and $Q(p) \in C(p, \alpha, D_j)$. Thus, under event $\mathcal{E}_3$, for all $t \in \mathbb{N}$, $C(p, \alpha, D_j) \cap C(p, \alpha, S_{1:t-1}) = \emptyset$. This concludes the proof of the lemma.

Lemma 5. Suppose the online stream $(S_t)_{t=1}^T$ and the offline datasets $D_1, \ldots, D_K$ satisfy the conditions of Theorem 5. Then, for all $j' \in [K]$ such that $Q_{(j')}(p) \neq Q(p)$, and all $t \geq \bar{\tau}_j$, $C(p, \alpha, D_{j'}) \cap C(p, \alpha, S_{1:t}) = \emptyset$.

Proof. From the condition in Definition 6.1, we know that if $Q_{(j')}(p) \neq Q(p)$, then $Q(p) \not\in C(p, \alpha, D_{j'})$. Suppose without loss of generality, assume $Q(p) < Q_{(j')}(p)$. Consider a time $t \geq \bar{\tau}_j$. Since the good event $\mathcal{E}_3$ holds, we know that

$$\max C(p, \alpha, S_{1:t}) = \hat{Q}(p + 2u_t(\alpha), S_{1:t})^{(a)} \leq Q(p + 3u_t(\alpha)) \overset{(b)}{=} Q(p + \Delta_{j'}) \overset{(c)}{=} Q_{(j')}(p - \Delta_{j'})$$

$$\leq Q_{(j')}(p - 3u_{N_{j'}}(\alpha)) \overset{(a)}{=} \hat{Q}(p - 2u_{N_{j'}}(\alpha), D_{j'}) = \min C(p, \alpha, D_{j'}).$$

Step (a) follows from the good event $\mathcal{E}_3$ definition in Equation 20. Step (b) follows from the definition of $t \geq \bar{\tau}_{j'}$ where $u_{\bar{\tau}_{j'}} \leq \Delta_{j'}$ and step (c) follows from the definition of quantile shift in Definition 5.1.

Proof of Theorem 5 in the case $\Delta = 0$:

Proof that $FP + FN = 0$. Observe from the definition of Algorithm 4 one of two possibilities occur at each time $t$. Either only the online stream’s samples $S_{1:t-1}$ are used to make a decision on $S_t$, or both the online and one offline dataset is used to make a decision. If only the online stream is used for decision making, then Theorem 2 gives that time $t$ is neither a FP
nor a FN. On the other hand, Lemma 4 gives that if an offline dataset is used to make a decision, then the correct offline dataset is used, i.e., the one whose \( p \)th quantile matches that of the online stream. Thus, Theorem 2 can be applied since the union of the offline and online stream is a combination of independent samples with identical \( p \)th quantile.

**Proof on the abstain bound.** From Lemma 5 we know that for all times \( t \geq \max \{ \lceil \delta \rceil : Q_{j'}(p) \neq Q(p) \} \), the decision \( \hat{y}_t \) is made by the union of the correct offline dataset \( D_j \) and the online stream \( S_{1:t-1} \). Thus, the maximum number of abstains is the sum of two terms: (i) is the max number of abstains till time \( \max \{ \lceil \delta \rceil : Q_{j'}(p) \neq Q(p) \} \) which is at-most one per time-step, and the second is the number of abstains in the last \( T \) samples of a \( N + T \) length stationary stream. Theorem 2 gives that under the event \( E_3 \), we have that at-most \( B(N + T, \alpha) \) abstains occur over the entire \( T + N \) time horizon, and (ii) at-least \( \frac{1}{28} B(N, \alpha) \) abstains occurs in the first \( N \) samples. Putting these together yields the result.

**Proof of Theorem 5 in the case \( \Delta > 0 \):**

The case of \( \Delta > 0 \) implies that for all \( j \in [K] \), \( Q(j)(p) \neq Q(p) \). Lemma 5 gives that for all times \( t \geq \lceil \delta \rceil \), \( C(p, \alpha, D_j) \cap C(p, \alpha, S_{1:t}) = \emptyset \). Thus, for all times \( t \geq \max_{j \in [K]} \lceil \delta \rceil \), the decision \( y_t \leftarrow \text{Algorithm-1} \left( C(p, \alpha, S_{1:t}) \right) \). Theorem 2 gives that for all times \( t \geq \max_{j \in [K]} \lceil \delta \rceil \), the number of mistakes is 0 under the good event \( E_3 \) and the number of abstains is at-most \( B(T, \alpha) \).

\[ \square \]

**D.1. Illustration of well separated offline datasets**

In Figure 7 we give a schematic representation of the well-separated assumption described in Definition 6.1. This shows that the \( 4 \) offline datasets’ CS must be non-intersecting and must be such that (i) either the true quantile of an online segment must match one of the offline datasets, (ii) or the online quantile must not lie inside any of the offline dataset’s CS.

**E. Proof for Theorem 6 general case**

To state performance guarantee of Algorithm 5 we need a definition of a good event, which occurs with high probability.

**Definition E.1 (Good event 4).** Given a piece-wise stationary sequence \( (S_t)_{t=1}^T := \left( T, H_T, (\tau_c)_{c=0}^{H_T}, (f(c))_{c=0}^{H_T} \right) \), with the quantile functions of the \( H_T + 1 \) different segments given by \( (Q^c(\cdot))_{c=1}^H \) and \( K \) offline datasets that are \( (p, \alpha) \) separated according to Definition 6.1 let

\[
E_4 = \mathcal{G}_2 \bigcap_{p \in [0,1]} \bigcap_{j=1}^K \left\{ Q_{(k)}(p - u_{N_j}(\alpha)) \leq \hat{Q}(p, \{X_{i}^{(j)}\}_{t=1}^{N_j}) \leq Q_{(k)}(p + u_{N_j}(\alpha)) \right\}
\]

where the \( p \)th quantile of the offline datasets \( Q_{(i)}(p) \) are defined in Definition D.1 and \( \mathcal{G}_2 \) is defined in Equation (11).

**Event \( E_4 \) is the union of \( E_2 \) in Equation (13) for the online stream along with the event \( E_3 \) in Equation (20) for the offline datasets.**

**Proposition 13.**

\[ \mathbb{P}[E_4] \geq 1 - \alpha(K + 2T) \]

The proof follows similar to that of Proposition 10.

As before, denote by \( H_T \) as the number of change points, and the time-instants of change occurring at \( 1 := \tau_0 < \tau_1 < \tau_2 \cdots < \tau_{H_T} < \tau_{H_T+1} := T + 1 \). We denote by the \( k \)th online stream as the stationary samples \( \{S_{u} : \tau_{k-1} \leq u < \tau_k\} \).
Theorem 6. Let \((S_j(T))_{j=1}^T \sim \left( T, H_T, (\tau_j)_{j=0}^{H_T}, (f_j)_{j=0}^{H_T} \right)\) be a piece-wise stationary stream satisfying Assumption 5.1 and offline datasets \(D_1, \ldots, D_L\) satisfying Assumption 6.1. Then, with probability at-least \(1 - (K + 2T)\alpha\), for all times \(T \in \mathbb{N}\), Algorithm 5 satisfies:

- \(\text{FP} + \text{FN} \leq \sum_{k=1}^{H_T} \left( D(\Delta_k, \alpha) + (1 - 1_{\text{Match}_k}) \max_{j \in [K]} \left( \left[ \frac{\tau_j}{\Delta} \right] 1_{\text{Shift}(f^{(k)}, f^{(j)}, p) > 0} \right) \right)\)

- Number of abstains less than

\[
\sum_{k=1}^{H_T} \left( (1 - 1_{\text{Match}_k}) 7 \sqrt{(\tau_k - \tau_{k-1}) \ln \left( \frac{1612}{\alpha^2} \ln(e(\tau_k - \tau_{k-1})) \right)} \right) \\
\quad + 1_{\text{Match}_k} \left( 7 \sqrt{(N + T) \ln \left( \frac{1612 \ln(e(N + T))}{\alpha^2} \right)} \right) - 41 \sqrt{N \ln \left( \frac{1612 \ln(eN)}{\alpha^2} \right)} \right) \\
\quad + D(\Delta_k, \alpha) + \max_{j \in [K]} \left( \left[ \frac{\tau_j}{\Delta} \right] 1_{\text{Shift}(f^{(k)}, f^{(j)}, p) > 0} \right) \right),
\]

where \(1_{\text{Match}_k} = 1_{Q^{(k)}(p) \in \{Q^{(1)}(p), \ldots, Q^{(K)}(p)\}}\), \(Q^{(k)}(p)\) is the \(p\)th quantile of the \(k\)th segment of the online stream (Defn. 2.1) and \(Q^{(1)}(p), \ldots, Q^{(K)}(p)\) are the \(p\)th quantiles of the \(K\) different offline datasets (Defn. 2.3).

The proof structure follows a similar path as that of Theorem 4. Since Assumption 5.1 holds, we know that Lemma 4 holds. Thus, we have that (i) there are no false positive change detections, and (ii) all changes are detected with a short detection delay. From the description of Algorithm 5, we know that whenever a change is detected, a new instantiation of Algorithm 7 is started. Thus, the final result is obtained by summing the guarantees in Theorem 5 over the \(H_T\) online segments in addition to the delay taken to detect changes. The delay to detect changes are bounded by using Proposition 3 and Assumption 5.1 similar to that done in Theorem 4.

Proof of Theorem 6. Theorem 6 is the joint result of theorems 4 and 5. As in Theorem 4, Lemma 3 implies that at time \(\tau_k < \tau_{k+1}\), a new instantiation of Algorithm 7 is started. Theorem 5 states that in the time interval \([\tau_k, \tau_{k+1}]\), the \(k\)th online segment incurs a total number of mistakes bounded by the guarantee in Theorem 5 for a time horizon \(\tau_k - \tau_{k-1}\).

Concretely, in the time-interval \([\tau_k, \tau_{k+1}]\), the sum of FP and FN is bounded above by 0 in the event \(1_{\text{Match}_k}\) holds, and by \(\max_{j \in [K]} \left( \left[ \frac{\tau_j}{\Delta} \right] 1_{\text{Shift}(f^{(k)}, f^{(j)}, p) > 0} \right) \) in the case when \(1_{\text{Match}_k}\) does not hold. Similarly, the number of abstains in the time-interval \(\tau_{k+1} - \tau_k\) is given by the guarantee of Theorem 5. Now, summing over the \(H_T\) different online segments yields the result.

For any segment \(k \in [1, \ldots, H_T]\), we have

- \(\text{FP}_k + \text{FN}_k \leq D(\Delta_k, \alpha) + 1 - 1_{\text{Match}_k} \max_{j \in [K]} \left( \left[ \frac{\tau_j}{\Delta} \right] 1_{\text{Shift}(f^{(k)}, f^{(j)}, p) > 0} \right)\) where the first term is from detection delay in detecting the change (Proposition 3) and the second term from Theorem 5.

- If \(Q^{(k)}(p)\) matches one of the dataset \(\{Q^{(1)}(p), \ldots, Q^{(K)}(p)\}\), then under event \(G_2\), number of abstains is at-most

\[
D(\Delta_k, \alpha) + \max_{j \in [K]} \left( \left[ \frac{\tau_j}{\Delta} \right] 1_{\text{Shift}(f^{(k)}, f^{(j)}, p) > 0} \right) + 7 \sqrt{(N + \tau_k - \tau_{k-1}) \ln \left( \frac{1612 \ln(e(N + \tau_k - \tau_{k-1}))}{\alpha^2} \right)} \\
\quad - 7 \sqrt{N \ln \left( \frac{1612 \ln(eN)}{\alpha^2} \right)},
\]

by Theorem 6 case \(\Delta = 0\).
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- If \( Q^{(k)}(p) \) matches none of the datasets:

\[
\text{Abstains} \leq D(\Delta_k, \alpha) + \max_{j \in [K]} \left( \lceil \tau_j^{(k)} \rceil \right) 1_{\text{shift}(f^{(k)}, f^{(j)}, p) > 0} + 7\sqrt{(\tau_k - \tau_{k-1}) \ln \left( \frac{1612 \ln(e(\tau_k - \tau_{k-1}))}{\alpha^2} \right)}
\]

by theorem 6, case \( \Delta > 0 \).

The term of \( D(\Delta_k, \alpha) \) always shows in all three equations above as that is the amount of time taken for the \( k \)th change-point to be detected and thus all decisions made during the times of change can potentially lead to mistakes and abstains. Combining the piece-wise results together, we have

\[
\text{FP} + \text{FN} \leq \sum_{k=1}^{H_T} D(\Delta_k, \alpha) + (1 - 1_{\text{Match}_k}) \max_{j \in [K]} \left( \lceil \tau_j^{(k)} \rceil \right) 1_{\text{shift}(f^{(k)}, f^{(j)}, p) > 0}
\]

Similarly, summing over the \( H_T \) online segments gives the bound on the number of abstains.

F. Additional Related Works

**Online anomaly detection works** There exist works that focuses on other aspects of online anomaly detection. (Zhu et al., 2023) models online concept drift via an ensemble of models. (Nardi et al., 2022) tackles modeling for online AD in a Federated setting. (Bhatia et al., 2022) studies the low-memory constraint of online AD, and (Goyal et al., 2020) focuses on efficiently modeling multi-dimensional data. A survey of methodologies of data modelling for AD can be found in the surveys of (Chandola et al., 2009; Ruff et al., 2021; Pang et al., 2021). Our work differs from these works in setting: we focus on dynamic thresholding of anomaly scores without having access or ability to retrain the underlying AD algorithm.

**Threshold learning** Using score thresholds to make binary decision of seeking labels from human experts are studied in active learning (Balcan et al., 2007; Zhang et al., 2016; Vishwakarma et al., 2023). However, active learning does not have a concept of mistakes and is thus have different desiderata compared to our study.

G. Additional experiments and experiment details

G.1. Synthetic experiments

We conduct our synthetic experiments for 1000 trails on streams each of length 1000. The normal distribution online streams are synthesized with parameters sampled uniformly form \([0, 10]\) for mean and \([0.2, 2]\) for variance. The Pareto distributions’ parameters are sample uniformly from \([1, 3]\) for \( b \), \([0, 10]\) for mean, and \([0.2, 2]\) for scale. To synthesize distribution shifts, we sample a duration for each stationary piece from a Poisson distribution with \( \lambda = 300 \). To simulate datasets, we prepare \( L = 5 \) offline datasets each of size \( N = 5000 \); the online stream can be generated from either one of the dataset distributions or a random one with uniform probability. The range of these parameters are chosen to simulate real world anomaly score data. The code to generate the synthetic dataset as well as implementations of our algorithms will be open sourced.

<table>
<thead>
<tr>
<th>shift</th>
<th>data</th>
<th>Pareto</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>[Abs. (%)</td>
</tr>
<tr>
<td>x</td>
<td>x</td>
<td>17.8 ± 7.4</td>
</tr>
<tr>
<td>✓</td>
<td>x</td>
<td>51.9 ± 35.0</td>
</tr>
<tr>
<td>x</td>
<td>✓</td>
<td>16.8 ± 4.7</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>24.3 ± 5.2</td>
</tr>
</tbody>
</table>

Table 3: Results of our algorithms on synthetic stream dataset generated from Pareto distribution.

G.2. Case study of real AD application

In this section we provide details on our real data experiments. We run Algorithms 3 and 5 on two large scale datasets DS1 and DS2 obtained from monitoring two large cloud computing services. Each dataset is a stream of anomaly scores
obtained by applying a single anomaly detection algorithm. On these datasets, we run our two general algorithms, Algorithm 3 and 5 with $p = 1 - 10^{-6}$ and $\alpha = 10^{-6}$. Algorithm 5 can use offline datasets. In order to create them, we sampled 50 streams randomly that had length at least 20,000 in each of the two datasets. From this collection of 100 streams, we sub-selected 37 and 23 streams from datasets DS1 and DS2 respectively such that no two datasets in this collection of 60 streams overlapped. This is so that Assumption 6.1 is satisfied by the offline dataset.

The description of the rest of the dataset on which we run the online algorithms is in Table 4. In addition, we also run DSpot (Siffer et al., 2017) with $p = 1 - 10^{-6}$ and set num-init to 500 and depth to 100 on the online algorithm dataset. All other parameters of DSpot were set to the suggested values in (Siffer et al., 2017). In addition to these, we also compare against two static baselines of using the first 500 and 100 samples respectively and set the threshold as the max of the observed samples. This threshold is not changed since.

The results of this experiment are reported in Table 5. From this table, we can see that incorporating offline data reduces the number of abstains for both datasets without changing the volume of anomalies raised. This shows that when there are offline datasets available to the algorithm, the online performance is improved.

<table>
<thead>
<tr>
<th>Num. of Streams</th>
<th>Average stream length</th>
<th>Total num samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS1</td>
<td>8377</td>
<td>10925.4</td>
</tr>
<tr>
<td>DS2</td>
<td>9657</td>
<td>10855.6</td>
</tr>
</tbody>
</table>

Table 4: Summary of data properties for real world AD case study.

<table>
<thead>
<tr>
<th></th>
<th>Algo 3</th>
<th>Algo 5</th>
<th>DSpot</th>
<th>$\tau^{(1)}$</th>
<th>$\tau^{(2)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS1</td>
<td>Abstains ↓ 13.6%</td>
<td>11.2%</td>
<td>1.2%</td>
<td>1.16%</td>
<td>0.05%</td>
</tr>
<tr>
<td></td>
<td>Anomaly ↓ .008%</td>
<td>.008%</td>
<td>2.9%</td>
<td>0.02%</td>
<td>0.95%</td>
</tr>
<tr>
<td>DS2</td>
<td>Abstains ↓ 13.3%</td>
<td>9.9%</td>
<td>1.3%</td>
<td>1.25%</td>
<td>1.08%</td>
</tr>
<tr>
<td></td>
<td>Anomaly ↓ .006%</td>
<td>.005%</td>
<td>3.9%</td>
<td>0.07%</td>
<td>0.06%</td>
</tr>
</tbody>
</table>

Table 5: Case study performance. All baseline algorithms report anomaly rates much higher than the targeted $10^{-6}$, overwhelming the alarm system. By incorporating offline datasets, we are able to further decrease abstains and achieve a lower rate of reported anomaly.

G.3.

We include additional experiments as follows. With the same underlying AD scoring algorithm (isolation forest for ForestCover, and a 3-layer MLP for Mammography), our confidence sequence algorithm (Algorithm 1 in paper) can achieve a higher F1 score and fewer mistakes, with similar or less number of abstains, compared to a static threshold. This further demonstrates that our thresholding algorithm improves performance across datasets and base anomaly scoring algorithms.

<table>
<thead>
<tr>
<th></th>
<th>Ours</th>
<th>Static Threshold</th>
<th>Ours</th>
<th>Static Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abstain %</td>
<td>1.5%</td>
<td>1.5%</td>
<td>2.1%</td>
<td>5%</td>
</tr>
<tr>
<td>FP + FN</td>
<td>645</td>
<td>1603</td>
<td>56</td>
<td>83</td>
</tr>
<tr>
<td>F1</td>
<td>0.39</td>
<td>0.33</td>
<td>0.51</td>
<td>0.43</td>
</tr>
</tbody>
</table>

Table 6: Performance comparison of algorithms on ForestCover and Mammography datasets

H. Proof of Lower Bound

The proof is based on the classical hypothesis testing lower bounds due to Neyman and Pearson. Throughout this section, we will fix a $T \in \mathbb{N}$ sufficiently large and let $P_0 := N(0, 1)$ be the standard normal distribution and $P_1 := N(\frac{1}{\sqrt{T}}, 1)$ as an
unit variance normal distribution with mean $1/\sqrt{T}$.

**Theorem 14** (Neyman-Pearson). For any $T \in \mathbb{N}$, given $T$ i.i.d. samples $S_{1:T}$, we want to distinguish between the two hypothesis $H_0 : S_{1:T} \sim \mathcal{N}(0, 1)$ or $H_1 : S_{1:T} \sim \mathcal{N}(1/\sqrt{T}, 1)$. Then, for any measurable function $A : \mathbb{R}^T \to \{0, 1\}$,

$$\max(\mathbb{P}_0[A(S_{1:T} = 1)], \mathbb{P}_0[A(S_{1:T} = 1)]) \geq \frac{1}{4} \exp(-\frac{1}{2}),$$

where $\mathbb{P}_i$ for $i \in \{0, 1\}$ is the probability distribution under hypothesis $H_i$.

**Lemma 6.** For every $p \in (0, 1)$, there exists a constant $C_p \in (0, \infty)$ depending only on $p$, such that for $S \sim \mathcal{N}(0, 1)$

$$\mathbb{P}[S \in (Q^{(0)}(p), Q^{(1)}(p))] \geq \frac{C_p}{\sqrt{T}},$$

where $Q^{(0)}(p)$ is the $p$th quantile of a $\mathcal{N}(0, 1)$ distribution and $Q^{(1)}(p)$ is the quantile of a $\mathcal{N}(\frac{1}{\sqrt{T}}, 1)$ distribution.

Now, a standard Chernoff bound gives the following result.

**Lemma 7** (Chernoff bound). Let $T \in \mathbb{N}$ and suppose $S_{1:T}$ are i.i.d., $\mathcal{N}(0, 1)$ random variables. Let $p \in (0, 1)$. Then,

$$\mathbb{P} \left[ \sum_{t=1}^{T} 1_{S_t \in (Q^{(0)}(p), Q^{(1)}(p))} \leq \frac{C_p \sqrt{T}}{2} \right] \leq \exp \left( \frac{-\sqrt{T}}{8} \right),$$

(22)

where $C_p$ is from Lemma 6.

**Theorem 15** (Main lower bound). Denote by two distributions $\mathbb{P}_0 := N(0, 1)$ and $\mathbb{P}_1 := N(\frac{1}{\sqrt{T}}, 1)$ as unit variance gaussian with means 0 and $\frac{1}{\sqrt{T}}$ respectively. For $i \in \{0, 1\}$, denote by $Q^{(i)}(p)$ as the $p$th quantile of distribution $\mathbb{P}_i$. For a threshold $\theta \in \mathbb{R}$ and sample $x \in \mathbb{R}$, denote by the indicator function $\tilde{Y}_t^{(\theta)}(x) := 1(x \geq \theta)$. Similarly, denote by the indicator function $Y_t^{(i)}(x) := 1(x \geq Q^{(i)}(p))$ for $i \in \{0, 1\}$. Let $A : \mathbb{R}^T \to \{0, 1\}$ be any measurable hypothesis testing function. Then, there exists $i \in \{0, 1\}$ such that when $S_{1:T}$ are i.i.d. with distribution $\mathbb{P}_i$, then with probability at-least $1/8 - \exp \left( \frac{-\sqrt{T}}{8} \right)$,

$$\sum_{t=1}^{T} 1_{\tilde{Y}_t^{(A(S_{1:T}))} (S_t) \neq Y_t^{(i)}(S_t)} \geq C_p \sqrt{T},$$

where $C_p$ is from Lemma 6.

In words, the above theorem states that even when the true distribution is known to be one of two possibilities and the optimal threshold is chosen using any measurable function, $O(\sqrt{T})$ mistakes is un-avoidable.

**Proof.** Pick $A : \mathbb{R}^T \to \{0, 1\}$ by a measurable function that tests the hypothesis $H_0 : S_{1:T}$ are i.i.d. with distribution $\mathbb{P}_0$ and $H_1 : S_{1:T}$ are i.i.d. with distribution $\mathbb{P}_1$. From Theorem 14 we know that for this given test $A$, there exists $i \in \{0, 1\}$ such that

$$\mathbb{P}_i[A(S_{1:T}) \neq i] \geq \frac{1}{8}. \quad (23)$$

Without loss of generality, lets suppose $i = 0$, i.e., given a hypothesis test $A$, $\mathbb{P}_0[A(S_{1:T}) \neq 0] \geq \frac{1}{8}$. We will show in the rest of the proof that for this $A$, if $S_{1:T}$ are i.i.d. with distribution $\mathbb{P}_0$, $\sum_{t=1}^{T} 1_{\tilde{Y}_t^{(A(S_{1:T}))} \neq Y_t^{(0)}} \geq C_p \sqrt{T}$ holds with probability at-least $\frac{1}{8} - \exp \left( \frac{-\sqrt{T}}{8} \right)$.

To do so, let $S_{1:T}$ be i.i.d. $\mathbb{P}_0$. From Lemma 7 we know that

$$\mathbb{P}_0 \left[ \sum_{t=1}^{T} 1_{S_t \in (Q^{(0)}(p), Q^{(1)}(p))} \leq \frac{C_p \sqrt{T}}{2} \right] \leq \exp \left( \frac{-\sqrt{T}}{8} \right).$$


Thus, from an union bound, we know that for the given $\mathcal{A}$,

$$
\mathbb{P}_0 \left[ \mathcal{A}(S_1:T) \neq 0, \sum_{t=1}^{T} 1_{S_t \in (Q^{(0)}(p),Q^{(1)}(p))} \geq \frac{C_p \sqrt{T}}{2} \right] \geq \frac{1}{8} - \exp \left( \frac{\sqrt{T}}{8} \right).
$$

Observe that under event $\mathcal{H}$, for all $x \in \mathbb{R}$, we have the equality

$$
1(\hat{Y}_t^{(\mathcal{A}(S_1:T))}(x) \neq Y_t^{(0)}(x)) = 1(x \in (Q^{(0)}(p),Q^{(1)}(p)).
$$

Thus, under event $\mathcal{H}$, we have

$$
\sum_{t=1}^{T} 1(\hat{Y}_t^{(\mathcal{A}(S_1:T))}(S_t) \neq Y_t^{(0)}(S_t)) = \sum_{t=1}^{T} 1_{S_t \in (Q^{(0)}(p),Q^{(1)}(p))} \geq \frac{C_p \sqrt{T}}{2},
$$

holding with probability at-least $\frac{1}{8} - \exp \left( \frac{\sqrt{T}}{8} \right)$. \hfill \square

The theorem asserts that if an algorithm does not abstain, then even in a stationary stream, $O(\sqrt{T})$ mistakes will occur with high probability.