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Abstract

In this work, we initiate the idea of using denoising diffusion models to learn priors for online decision making problems. We specifically focus on bandit meta-learning, aiming to learn a policy that performs well across bandit tasks of a same class. To this end, we train a diffusion model that learns the underlying task distribution and combine Thompson sampling with the learned prior to deal with new tasks at test time. Our posterior sampling algorithm carefully balances between the learned prior and the noisy observations that come from the learner’s interaction with the environment. To capture realistic bandit scenarios, we propose a novel diffusion model training procedure that trains from incomplete and noisy data, which could be of independent interest. Finally, our extensive experiments clearly demonstrate the potential of the proposed approach.

1. Introduction

Uncertainty quantification is an integral part of online decision making, and forms the basis of various online algorithms that trade off exploration for exploitation (Puterman, 1994; Sutton and Barto, 1998). Among these, Bayesian methods quantify uncertainty using probability distributions, with the help of the powerful tools of Bayesian inference. Nonetheless, their performance is known to be sensitive to the choice of prior (Murphy, 2022).

For concreteness, let us consider the problem of stochastic multi-armed bandits (MABs) (Bubeck and Cesa-Bianchi, 2012; Lattimore and Szepesvári, 2020), in which a learner repeatedly pulls one of the $K$ arms from a given set $A = \{1, ..., K\}$ and receives rewards that depend on the learner’s choices. More precisely, when arm $a_t$ is pulled at round $t$, the learner receives reward $r_t \in \mathbb{R}$ drawn from an arm-dependent distribution $P_{a_t}$. The goal of the learner is either to i) accumulate the highest possible reward over time (a.k.a. regret-minimization, see Lai and Robbins, 1985; Auer et al., 2002) or to ii) find the arm with the highest expected reward (a.k.a. best-arm identification, see Even-Dar et al., 2006; Bubeck et al., 2009; Audibert et al., 2010).

For both purposes, we need to have a reasonable estimate of the arms’ mean rewards $\mu_a = \mathbb{E}_{r \sim P_a}[r^a]$. In general, this would require pulling each arm a certain number of times, which becomes inefficient when $K$ is large. While the no-free-lunch principle prevents us from improving upon this bottleneck in general situations, it is worth noticing that the bandit instances (referred to as tasks hereinafter) that we encounter in most practical problems are far from arbitrary. To name a few examples, in recommender systems, each task corresponds to a user with certain underlying preferences that affect how much they like each item; in online shortest path routing, we operate in real-world networks with specific characteristics. In this regard, introducing such inductive bias to the learning algorithm would be beneficial.

In Bayesian models, this can be expressed through the choice of the prior distribution. Moreover, as suggested by the meta-learning paradigm, the prior itself can also be learned from data, which often leads to superior performance (Rothfuss et al., 2021; Hospedales et al., 2021). This has led to the idea of meta-learning a prior for bandits (Cella et al., 2020; Basu et al., 2021; Bastani et al., 2022).

On the other hand, we have recently witnessed the success of deep generative modeling in producing high-quality synthetic data across various modalities (Saharia et al., 2022; Wu et al., 2021; Brown et al., 2020). The impressive results of these methods show that they are a powerful tool for modeling complex distributions. While different models have their own strengths and weaknesses, diffusion models (Sohl-Dickstein et al., 2015; Ho et al., 2020) are particularly appealing for our use case because their iterative sampling scheme makes them more flexible to be applied on a downstream task. In this regard, this paper attempts to answer the following question:

Can diffusion models provide better priors to address the exploration-exploitation trade-off in bandits?

Our Contributions. In this work, we initiate the idea of
Standard diffusion model training uses noise-free samples. We propose a new Thompson sampling scheme that incorporates a prior represented by a diffusion model. The designed algorithm strikes a delicate balance between the learned prior and bandit observations, bearing in mind the importance of having an accurate uncertainty estimate. In particular, the deployment of the diffusion model begins with a variance calibration step. Then, in each round of the interaction, we summarize the interaction history by a masked vector of dimension \( K \), and perform posterior sampling with a modified iterative sampling process that makes use of this vector.

(a) We propose a new Thompson sampling scheme that incorporates a prior represented by a diffusion model. The designed algorithm strikes a delicate balance between the learned prior and bandit observations, bearing in mind the importance of having an accurate uncertainty estimate. In particular, the deployment of the diffusion model begins with a variance calibration step. Then, in each round of the interaction, we summarize the interaction history by a masked vector of dimension \( K \), and perform posterior sampling with a modified iterative sampling process that makes use of this vector.

(b) Standard diffusion model training uses noise-free samples. Such data are however nearly impossible to obtain in most bandit applications. To overcome this limitation, we propose a novel diffusion model training procedure for incomplete and noisy data. Our method alternates between sampling from the posterior distribution and minimizing a tailored loss function. We believe that it could be of interest beyond its use in bandit problems.

(c) We experiment with various synthetic and real datasets to show benefits of our approach against several baselines, including Thompson sampling with Gaussian prior (Thompson, 1933), Thompson sampling with Gaussian mixture model (GMM) prior (Hong et al., 2022b), and UCB1 (Auer, 2002). We observe that the diffusion prior consistently improves performance. The improvement is especially significant when the underlying problem is complex.

**Related Work.** Prior to our work, the use of diffusion models in decision making has been explored by Janner et al. (2022); Ajay et al. (2023), who used conditional diffusion models to synthesize trajectories in offline decision making.

Their approaches demonstrated good performance on various benchmarks. In contrast, our focus is on online decision making, where exploration is crucial to succeed. Additionally, we use diffusion models to learn a task prior, rather than a distribution specific to a single task.

More generally, diffusion models have been used as priors in various areas, primarily for inverse problem solving. At a high level, one common approach for diffusion model posterior sampling is to combine each unconditional sampling step with a step that ensures coherence with the observation. This approach was taken by Sohl-Dickstein et al. (2015); Song et al. (2022); Chung et al. (2023) and our posterior sampling algorithm can also be viewed in this way. Interested readers are referred to Appendix B for a detailed explanation of how our posterior sampling method differs from existing ones. In the same appendix, we also provide a brief overview of related multi-armed bandit works that discussed the influence of prior.

**Notation.** All the variables are multi-dimensional unless otherwise specified. For a vector \( x \), \( x^a \) represents its \( a \)-th coordinate, \( x^2 \) represents its coordinate-wise square, and \( \text{diag}(x) \) represents the diagonal matrix with the elements of \( x \) on the diagonal. A sequence of vectors \( \{x_l \}_{l \in \{1, ..., L\}} \) is written as \( x_{1:L} \). We use the symbol \( \odot \) for element-wise multiplication between two vectors. To distinguish random variables from their realization, we represent the former with capital letters and the latter with the corresponding lowercase letters. Conditioning on \( X = x \) is then abbreviated as \( \cdot | x \). A Gaussian distribution centered at \( \mu \in \mathbb{R}^d \) with covariance \( \Sigma \in \mathbb{R}^{d \times d} \) is written as \( \mathcal{N}(X; \mu, \Sigma) \), or simply \( \mathcal{N}(\mu, \Sigma) \) if the random variable in question is clear from the context. \( \mathbf{0}_d \in \mathbb{R}^d \) and \( \mathbf{I}_d \in \mathbb{R}^{d \times d} \) are respectively the zero vector of dimension \( d \) and the identity matrix of size \( d \times d \). Finally, \( \lfloor n \rfloor \) denotes the sequence of integers \( \{1, ..., n\} \).

**2. Preliminaries and Problem Description**

In this section, we briefly review denoising diffusion models and introduce our meta-learning for bandits framework.

**2.1. Denoising Diffusion Probabilistic Model**

First introduced by Sohl-Dickstein et al. (2015) and recently popularized by Ho et al. (2020) and Song and Ermon (2019), denoising diffusion models (or the closely related score-based models) have demonstrated state-of-the-art performance in various data generation tasks. A large number of variants of these models have been proposed since then. In this paper, we primarily follow the notation and formulation of Ho et al. (2020) with minor modifications.

Intuitively speaking, diffusion models learn to approximate a distribution \( Q_0 \) over \( \mathbb{R}^d \) by training a series of denoisers with samples drawn from this distribution. Writing \( q \) for the
probability density function (assume everything is Lebesgue measurable for simplicity) and $X_0$ for the associated random variable, we define the forward diffusion process with respect to a sequence of scale factors $(\alpha_t) \in (0, 1)^L$ by

$$q(x_{1:L} \mid x_0) = \prod_{t=0}^{L-1} q(x_{t+1} \mid x_t),$$

$$q(X_{t+1} \mid x_t) = \mathcal{N}(X_{t+1}; \sqrt{\alpha_t} x_t, (1 - \alpha_t) I_d).$$

The first equality suggests that the forward process forms a Markov chain that starts at $x_0 \in \mathbb{R}^d$. The second one says that the transition kernel is Gaussian. Denoting the product of the scale factors by $\bar{\alpha}_t = \prod_{i=1}^t \alpha_i$, we get $q(X_t \mid x_0) = \mathcal{N}(X_t; \sqrt{\bar{\alpha}_t} x_0, (1 - \bar{\alpha}_t) I_d)$. A denoising diffusion model is an approximation of the reverse process

$$q(x_{0:L-1} \mid x_L) = \prod_{t=0}^{L-1} q(x_t \mid x_{t+1}).$$

The conditional distribution $q(X_t \mid x_{t+1})$ is in general not a Gaussian. However, if we additionally condition on $x_0$, we get a Gaussian distribution $q(X_t \mid x_{t+1}, x_0)$, which is easy to sample from (see Appendix C.1). Of course, since the goal of the reverse process is to sample $x_0$, it is unknown. Therefore, we approximate it as the output of a denoiser $h_\theta$ parameterized by $\theta$. In particular, the denoised sample in step $t$, $\hat{x}_0 = h_\theta(x_{t+1}, \ell + 1)$, is estimated from an earlier sample $x_{\ell+1}$ by a function indexed by $\ell + 1$. Note that $\hat{x}_0$ depends on $\ell$ but we omit it in the notation to simplify it. The distribution of the reverse step $p_\theta(X_t \mid x_{t+1})$ is then modeled as

$$p_\theta(X_t \mid x_{t+1}) = q(X_t \mid x_{t+1}, X_0 = \hat{x}_0)$$

$$= \mathcal{N} \left( X_t; w_1 \hat{x}_0 + w_2 x_{t+1}, \frac{1 - \bar{\alpha}_t}{1 - \bar{\alpha}_{t+1}} (1 - \alpha_{t+1}) I_d \right),$$

where

$$w_1 = \frac{\sqrt{\bar{\alpha}_t}(1 - \alpha_{t+1})}{1 - \bar{\alpha}_{t+1}} \quad \text{and} \quad w_2 = \frac{\sqrt{\bar{\alpha}_{t+1}}(1 - \bar{\alpha}_t)}{1 - \bar{\alpha}_{t+1}}.$$

The approximation $\hat{x}_0$ is refined through the reverse process and we end up with the sampled $x_0$ at $\ell = 0$. It is common to choose decreasing $(\alpha_t) \in (0, 1)^L$ such that $\bar{\alpha}_L \approx 0$. In this case, $q(X_L) \approx \mathcal{N}(0_d, I_d)$ and thus $x_L$ can be initially sampled from $p_\theta(X_L) = \mathcal{N}(0_d, I_d)$.

Finally, the denoiser $h_\theta$ is learned by optimizing a variational lower bound, which amounts to minimizing the following $L_2$ reconstruction loss,

$$\sum_{t=1}^L E_{x_0 \sim q_0, x_t \sim X_t} [||x_0 - h_\theta(x_t, \ell)||^2].$$

### 2.2. Meta-Learning of Bandit Tasks

Our work focuses on meta-learning problems in which the tasks are bandit instances drawn from an underlying distribution that we denote by $\mathcal{T}$. As in standard meta-learning, the goal is to learn an inductive bias from the meta training set that would improve the overall performance of an algorithm on new tasks drawn from the same distribution. In our work, the inductive bias is encoded by a prior distribution used by Thompson sampling when the learner interacts with new bandit instances.

For simplicity, we focus on multi-armed bandits presented in Section 1, with the additional assumption that the reward noise is Gaussian with known variance $\sigma_{\text{reward}}^2 \in \mathbb{R}$. The only unknown information is thus the mean reward vector $\mu = (\mu^s)_{s \in A}$. In this case, Thompson sampling takes as input a prior distribution over $\mathbb{R}^K$, samples a guess $\tilde{\mu}_t$ of the mean reward vector from the posterior distribution at each round $t$, and pulls arm $a_t \in \arg \max_{a \in A} \tilde{\mu}_t^a$. The posterior distribution is determined by both the prior and the interaction history, i.e., the sequence of the action-reward pairs $H_{t-1} = (a_s, r_s)_{s \in [t-1]}$.

As for the meta-training phase, we consider two situations that are distinguished by whether the learner has access to perfect data or not. In the former case, the meta-training set is composed of the exact means $D_t = \{\mu_B\}_B$ of training tasks $B$ drawn from the distribution $\mathcal{T}$. In the latter case, the training set is composed of incomplete and noisy observations of these vectors (see Section 4 for details). We use the term imperfect data to informally refer to the scenario where the data is incomplete and noisy. The entire algorithm flow is summarized in Figure 1 and Algorithm 5 (Appendix A). The model training and the variance calibration blocks together define the diffusion prior, which is then used by Thompson sampling in the deployment phase, as we show next in Section 3.

### 3. Diffusion Models in Thompson Sampling

In this section, we describe how a learned diffusion model can be incorporated as a prior in Thompson sampling. To begin, we first revisit the probability distribution defined by

---

1To obtain $h_\theta$, we typically train a neural network with a U-Net architecture. In Ho et al. (2020), this network is trained to output the predicted noise $\hat{z}_t = (x_t - \sqrt{\bar{\alpha}_t} h_\theta(x_t, \ell))/\sqrt{1 - \bar{\alpha}_t}$. We make this assumption as we use a diffusion prior. To our best knowledge, all existing diffusion model posterior sampling algorithms for Gaussian noise either rely on this assumption or circumvent it by adding some adjustable hyperparameter. How to extend these algorithms to cope with unknown noise variance properly is an interesting open question.
the diffusion model by introducing an additional variance calibration step. After that, we present a diffusion posterior sampling algorithm for noisy and partially observed sample vectors that uses this prior. Finally, we present Thompson sampling with a diffusion prior.

3.1. Variance Calibration

While Ho et al. (2020) fixed the variance of \( p_\theta (X_\ell | x_{\ell+1}) \) to that of \( q(X_\ell | x_{\ell+1}, x_0) \) in (1), Bao et al. (2021) recently showed that this choice was sub-optimal. This is critical when we use diffusion model as a prior in online decision making, as it prevents us from quantifying the right level of uncertainty. To remedy this, we follow Bao et al. (2022) and calibrate the variances of the reverse process with a calibration set \( D_{\text{cal}} = \{ x_{i,0} \}_{i \in [n_{\text{cal}}} \). Here \( x_{i,0} \in \mathbb{R}^K \) is a \( K \)-dimensional vector, \( n_{\text{cal}} \) is the number of calibration samples, and we use subscript \( i \) to denote data point \( i \).

Our calibration step begins by quantifying the uncertainty of the denoiser output. Concretely, we model the distribution of the actual process to obtain \( x_{i,\ell} \). Then we compute the coordinate-wise mean squared error between the predicted \( \hat{x}_0 \) and the actual \( x_0 \). Pseudo-code of the above procedure is provided in Algorithm 1.

Having introduced the above elements, we next define the calibrated reverse step as

\[
\tau^a_\ell = \frac{1}{n_{\text{cal}}} \sum_{i=1}^{n_{\text{cal}}} \| x_{i,0}^a - h^a_\theta(x_{i,\ell}, \ell) \|^2. \tag{3}
\]

Here \( h^a_\theta \) denotes the \( a \)-th entry of the output of \( h_\theta \). In words, for each sample \( x_{i,0} \), we first diffuse it through the forward process to obtain \( x_{i,\ell} \). Then we compute the coordinate-wise mean squared error between the predicted \( \hat{x}_0 \) and the actual \( x_0 \). This problem is closely related to inpainting in computer vision and imputation in statistics, and can be regarded as a special case of the noisy inverse problem. The solution of these with a diffusion prior are well studied in the literature. In Appendix B.2, we provide a detailed discussion on how our algorithm relates to these established methods.

3.2. Diffusion Model Sampling with Partial Observation

Next, we discuss how to sample from a diffusion model conditioned on an incomplete and noisy observation of \( x_0 \). This lays foundation for our Thompson sampling and training algorithms in Sections 3.3 and 4.

Formally, we represent the imperfect observation \( y \) of \( x_0 \) as \( y = m \odot (x_0 + z) \), where \( m \in \{0, 1\}^K \) is a binary mask, \( z \in \mathbb{R}^K \) is a noise vector sampled from \( \mathcal{N}(0_d, \text{diag}(\sigma^2)) \), and \( \sigma \in \mathbb{R}^K \) is a vector of coordinate-wise standard error in the estimate \( y \) of \( x_0 \). In this notation, \( m^a = 0 \) if the \( a \)-th entry of the noisy \( y \) is unobserved and \( m^a = 1 \) otherwise. Our goal is to sample from the posterior

\[
q(X_0 | y) \propto q(y | X_0) q(X_0).
\]

This problem is closely related to inpainting in computer vision and imputation in statistics, and can be regarded as a special case of the noisy inverse problem. The solution of these with a diffusion prior are well studied in the literature. In Appendix B.2, we provide a detailed discussion on how our algorithm relates to these established methods.

Now, we focus on our algorithm and the intuition behind it. Here we assume that both \( m \) and \( \sigma \) are given so that \( q(y | x_0) \) is known. Then, similarly to how unconditional sampling of a diffusion model is designed, we approximate the exact posterior sampling by conditioning the reverse Markov process on \( Y = y \) and forming an approximation for each conditional reverse step. This gradually guides our sample towards the observation, and makes it consistent with both the prior and observation.

The above procedure is detailed in Algorithm 2 (see also Figure 5 in Appendix B for an illustration and Appendix C.2 for the complete derivation). Concretely, we perform our initialization and recursive steps as below.

### Sampling from \( X_L \mid y \)

For this part, we simply ignore \( y \) and sample from \( \mathcal{N}(0_d, \text{Id}_d) \) as in Section 2.1.

### Sampling from \( X_\ell \mid x_{\ell+1}, y \)

By Bayes’ rule, we have

\[
q(X_\ell | x_{\ell+1}, y) \propto q(X_\ell | x_{\ell+1}) q(y | X_\ell). \tag{5}
\]

We approximate each term on the right hand side by a Gaussian distribution. For the first term, we use directly the

---

**Algorithm 1 Diffusion Model Variance Calibration**

1. **Input:** Diffusion model \( h_\theta \), calibration set \( D_{\text{cal}} = \{ x_{i,0} \}_{i \in [n_{\text{cal}}} \)
2. **Output:** Variance parameters \( \tau_{1:L} \)
3. **for** \( \ell = 1, \ldots, L \) **do**
4.   **for** all \( i \), sample \( x_{i,\ell} \) from \( X_\ell | X_0 = x_{i,0} \)
5.   **for** all \( a \), set \( \tau^a_\ell \) following (3)
With all these in mind, we approximate Posterior Sampling with Diffusion Prior by sample observation and the uncertainty $\tau$ in two consecutive steps is similar, we may approximate rate variable. Under the assumption that the noise predicted from step $\ell$ to a closed-form expression of (5). To address this issue, we note that by defining the noise predicted from step $\ell$ is replaced by $\hat{y}_\ell$, we may incorporate the prior and $\hat{y}_\ell$ that incorporates the observation. Writing $\zeta^{a}_{\ell,x}$ for the standard deviation of the $\alpha$-th entry of $p_{\theta,\tau}(| x_{\ell+1})$, we mix them as

$$x_\ell = \frac{(\zeta^{a}_{\ell,x})^{-2}x_\ell + (\zeta^{a}_{\ell,x})^{-2}\hat{y}_\ell}{(\zeta^{a}_{\ell,x})^{-2} + (\zeta^{a}_{\ell,x})^{-2}}.$$  (10)

This takes into account both the prior and observation, and their weights reflect their respective uncertainties. For an unobserved entry $a$, we set $x^{a}_\ell = x^{a}_0$. However, note that we do leverage information from those observed entries through the repeated application of the reverse step.

### 3.3. DiffTS: Thompson Sampling with Diffusion Prior

We finally return to our original goal: Thompson sampling with a diffusion prior. For that, we need to sample from the posterior $q(X_0 | H_{t-1})$ at each round. Compared to Section 3.2, our observation is now the interaction history $H_{t-1} = (a_s, r_s)_{s \in [t-1]}$ up to time $t-1$ and $x_0 = \mu \in \mathbb{R}^K$ is the mean reward vector of the task. Although this setting seems different from Section 3.2, we note that the conditional probability $q(H_{t-1} | x_0)$ is proportional to a Gaussian when treated as a function of $x_0$,

$$q(H_{t-1} | x_0) \propto \prod_{s=1}^{t-1} q(r_s | \mu, a_s) = \prod_{s=1}^{t-1} \mathcal{N}(r_s; \mu^a, \sigma^2_{\text{reward}}).$$

This holds since the learner’s actions depend on the mean reward vector only through their interaction history with the environment, i.e., $q(a_s | a_1, r_1, \ldots, a_{s-1}, r_{s-1}, \mu) = q(a_s) = q(a_1, a_2, \ldots, a_{s-1}, r_{s-1}).$

With this in mind, through a series of computations that we defer to Appendix C.2, we can show that Algorithm 2 almost directly applies: The mask $m$ indicates whether an arm has been pulled up to time $t - 1$ (included), with $m^a = 1$ if and only if arm $a$ has been pulled. Then, for any pulled arm $a$,
we define $N^e_{t-1}$ as the number of times that the arm was pulled, $\hat{\mu}_t-1 = \sum_{i=1}^{t-1} r_s \mathbb{1}\{a_s = a\}/N^e_{t-1}$ as the empirical mean of that arm’s reward, and $\sigma^e_t-1 = \hat{\sigma}/\sqrt{N^e_{t-1}}$ as the corresponding standard error, where $\hat{\sigma}$ is an estimate of $\sigma_{\text{reward}}$. These quantities summarize the interaction history $H_{t-1}$ and reduce the problem to that in Section 3.2. We can thus apply Algorithm 2 with $y = \hat{\mu}_t-1$ and $\sigma = \sigma_t-1$ to sample from $q(X_0 | H_{t-1})$ (we set $y^2 = \sigma^a = 0$ for arm $a$ that has not been pulled). The rest of the algorithm is unchanged, as we outline in Algorithm 3.

4. Training Diff. Models from Imperfect Data

Standard training procedure of diffusion models requires access to a dataset of clean samples $D_\mu = \{x_i\} \in [n]\]. Nonetheless, in most bandit applications, it is nearly impossible to obtain such a dataset as the exact mean reward vector $\mu$ of a task is never directly observed. Instead, one can collect imperfect observations of these vectors, either through previous bandit interactions or forced exploration. Taking this into account, we propose a systematic procedure to train diffusion models from imperfect data. Importantly, the application scope of our methodology goes beyond the bandit setup and covers any situation with imperfect data. As an example, we apply our approach to train from imperfect images (corrupted MNIST and Fashion-MNIST datasets, Xiao et al., 2017) and obtain promising results (details are provided in Appendix F.3).

We describe below how to train a diffusion model when only imperfect data are available and defer the explanation about how to calibrate the model’s variance from imperfect data to Appendix C.5.

Setup. To ease exposition, we focus on homogeneous noise here, and study non-homogeneous noise in Appendix C.4. When the noise is homogeneous with variance $\sigma^2_{\text{data}} \in \mathbb{R}$, the samples of the imperfect dataset $D_\sigma = \{y_i\} \in [n]$ can be written as $y_i = m_i \odot (x_{i,0} + z_i)$ where, as in Section 3.2, $m_i \in \{0,1\}^K$ is a binary mask and $z_i$ is a noise vector sampled from $\mathcal{N}(0, \sigma^2_{\text{data}} I_d)$.

In our bandit problem, such dataset can be obtained by randomly pulling a subset of arms once for each arm. We also assume that the associated masks $\{m_i\} \in [n]$ and the noise level $\sigma_{\text{data}}$ are known. We can thus rewrite the dataset as $\hat{D}_\sigma = \{y_i, m_i\} \in [n]$.

Overall Training Procedure. In presence of perfect data, diffusion model training optimizes the denoising objective (2). However, neither $x_0$ nor $x_L$ are available when we only have an imperfect dataset $\hat{D}_\sigma$. To tackle these challenges, we propose an expectation-maximization (EM) procedure, which we illustrate in Figure 2 and summarize in Algorithm 4. The success of our method hinges on the following two observations.

1. The posterior sampling step allows us to progressively improve the quality of the data throughout training.
2. The loss minimization step, via the use of a modified loss function, enables us to learn the denoiser effectively even when we only have access to degraded data.

Our algorithm thus, after a warm-up phase, alternates between these two steps that play respectively the roles of expectation and maximization of a standard EM procedure.

Posterior Sampling. If we had $x_0$, we could sample $x_L$ via the forward process and optimize the standard objective (2). This is not the case. We thus propose to sample $x_0$ jointly with $x_L$ given observation $y$ through posterior sampling with the current model parameter. Regarding diffusion model as a probability model over the random variables $X_{0:L}$, this would then correspond to the posterior sampling step done in several variants of stochastic EM (Fort and Moulines, 2003). Concretely, in our experiments, we use Algorithm 2 to construct a dataset of posterior samples $\hat{D}_\sigma = \{\tilde{x}_{i,0:L} \} \in [n]$ (note that that the algorithm allows us to sample jointly $\tilde{x}_{0:L}$ given $y$ and that $n_\text{it}$ can be different from $n$).

Loss Minimization. Having obtained the posterior samples,
we have the option to either maximize the log-likelihood of \( \mathcal{D}_0 \) or minimize the denoising loss \( \sum_{\ell=1}^{L} \| \tilde{x}_0 - h_\theta(\tilde{x}_\ell, \ell) \|^2 \). Both of these approaches rely heavily on the generated posterior samples, which can bias the model towards generating low-quality samples during early stages of training. To address this issue, we propose to replace the sampled \( x_0 \) with corresponding observation \( y \) and use a modified denoising loss that is suited to imperfect data. For a small value \( \varepsilon \) and a regularization parameter \( \lambda \), the new loss function for a sample pair \((y, \tilde{x}_\ell)\), diffusion step \( \ell \), and associated mask \( m \) is

\[
\mathcal{L}(\theta; y, \tilde{x}_\ell, m, \ell) = \| m \odot y - m \odot h_\theta(\tilde{x}_\ell, \ell) \|^2 + 2\lambda\sqrt{\sigma_\text{data}} \mathbb{E}_{\tilde{\epsilon} \sim \mathcal{N}(0, \text{Id})} b^T \left( h_\theta(\tilde{x}_\ell + \varepsilon b, \ell) - h_\theta(\tilde{x}_\ell, \ell) \right) \varepsilon.
\]

Compared to (2), we have a slightly modified mean squared error term (first term) that handles incomplete data by only considering the observed entries as determined by the element-wise product with the mask. On the top of this, we include a regularization term (second term) that penalizes the denoiser from varying too much when the input changes to account for noisy observation. Our denoising loss finds its roots in works of Metzler et al. (2018); Zhussip et al. (2019), which train denoisers in the absence of clean ground-truth data. In particular, the expectation here is an approximation of the divergence \( \text{div}_{\tilde{x}_\ell}(h_\theta(\tilde{x}_\ell, \ell)) \) that appears in Stein’s unbiased risk estimate (SURE) (Stein, 1981; Eldar, 2008), an unbiased estimator of the mean squared error whose computation only requires the use of noisy samples.\(^4\)

From a practical viewpoint, the regularization term provides a trade-off between the bias and the variance of the learned model. When \( \lambda \) is set to 0, the model learns to generate noisy samples, which corresponds to a flatter prior that encourages exploration. When \( \lambda \) gets larger, the model tries to denoise from the observed noisy samples. This can however deviate the model from the correct prior and accordingly jeopardize the online learning procedure.

**Warm-Up.** In practice, we observe that posterior sampling with randomly initialized model produces poor training samples. Therefore, in the warm-up phase only, we sample \( y_{\ell} \) from the forward distribution \( \mathcal{N}(\sqrt{\alpha_\ell} y, (1 - \alpha_\ell) I_d) \) as in standard diffusion model training and minimize loss \( \mathcal{L} \) evaluated at \( y_{\ell} \) instead of \( \tilde{x}_\ell \).

### 5. Numerical Experiments

In this section, we illustrate the benefit of using diffusion prior through numerical experiments on real and synthetic data. Missing experimental details, ablation studies, and additional experiments are presented in Appendices D to F.

**Problem Construction.** To show the wide applicability of our technique, we consider here three bandit problems inspired by recommender systems, online pricing, and online shortest path routing (Talebi et al., 2017). Detailed description of the task distributions and some visualization that help understand the problem structures are in Appendices D.1 and G. The first and the third problems listed below rely on synthetic data, and we obtain the rewards by perturbing the means with Gaussian noise \( \sigma = 0.1 \) (we will thus only specify the construction of the means). As for the second problem, we use the iPinyou dataset (Liao et al., 2014).

1. **Popular and Niche Problem.** We consider here the problem of choosing items to recommend to customers. Let \( K = 200 \). The arms (items) are separated into 40 groups, each of size 5. Among these, 20 groups of arms correspond to the popular items and tend to have high mean rewards. However, these arms are never the optimal ones. The other 20 groups of arms correspond to the niche items. Most of them have low mean rewards but a few of them (those that match the preferences of the customer) have higher mean rewards than those of all the other arms. A task corresponds to a customer so the partitions into groups of popular and niche items are

\(^4\)When \( \lambda = 1 \), \( x_\ell = \tilde{x}_\ell = \sqrt{\alpha_\ell} y, m = 1 \) (i.e., all the entries are observed), and the expectation is replaced by the divergence, we recover SURE up to additive constant \(-K\sigma^2_\text{data}\). See Appendix C.3 for details.
fixed across tasks while the remaining elements vary.

2. iPinYou Bidding Problem. We consider here the problem of setting the bid price in auctions. Let \( v = 300 \) be the value of the item. Each arm corresponds to a bid price \( b \in \{0, \ldots, 299\} \), and the reward is either \( v - b \) when the learner wins the auction or 0 otherwise. The reward distribution of a task is then solely determined by the winning rates which are functions of the learner’s bid and the distribution of the highest bid from competitors. For the latter, we use the corresponding empirical distributions of 1352 ad slots from the iPinYou bidding data set (each ad slot is a single bandit task).

3. 2D Maze Problem. We consider here an online shortest path routing problem on grid graphs. We formalize it as a reward maximization combinatorial bandit (Chen et al., 2013) with semi-bandit feedback. As shown in Figure 3, the super arms are the simple paths between the source and the destination (fixed across all the tasks) whereas the base arms are the edges of the grid graph. At each round, the learner picks a super arm and observes the rewards of all the base arms (edges) that are contained in the super arm (path). Moreover, the edges’ mean rewards in each task are derived from a 2D maze that we randomly generate. The mean reward is \(-1\) when there is a wall on the associated case (marked by the black color) and \(-0.01\) otherwise.

Training, Baselines, and Evaluation. To train the diffusion models, for each problem we construct a training set \( D_{tr} \) (of size 5000 or 1200) and a calibration set \( D_{cal} \) (of size 1000 or 100) that contain the expected means of the tasks. We then conduct experiments for the following two configurations:

1. **Learn from perfect data**: The priors are learned using \( D_{tr} \) and \( D_{cal} \) that contain the exact mean rewards. Standard training procedure is applied here.

2. **Learn from imperfect data**: The priors are learned using \( D_{tr} \) and \( D_{cal} \) that are obtained from \( D_{tr} \) and \( D_{cal} \) by perturbing the samples with noise of standard deviation \( \sigma_{\text{data}} = 0.1 \) and then dropping each feature of a sample with probability 0.5.\(^3\) To tackle this challenging setting, we adopt the approach proposed in Section 4.

In terms of bandit algorithms, we compare our method, DiffTS, with UCB1 (Auer, 2002), with Thompson sampling with Gaussian prior using either diagonal or full covariance matrix (GTS-diag and GTS-full, Thompson, 1933), and with Thompson sampling with Gaussian mixture prior (Hong et al., 2022b).\(^6\) The priors of the Thompson sampling algorithms are also learned with the same perfect / imperfect data that we use to train diffusion models. These thus form strong baselines against which we only improve in terms of the model used to learn the prior. For the GMM baseline, we use full covariance matrices and consider the case of either 10 or 25 components (GMMTS-10 and GMMTS-25). We employ the standard EM algorithm to learn the GMM when perfect data are available but fail to find any existing algorithm that is able to learn a good GMM on the imperfect data that we consider. We thus skip the GMM baseline for the imperfect data setup. However, as we show, even with imperfect data, DiffTS performs better or comparably to GMMTS learned on perfect data.

To evaluate the performance of the algorithms, we measure their average regret on a standalone test set— for a sequence of arms \( (a_t)_{t\in[T]} \) pulled by an algorithm in a bandit task, the induced regret is \( \text{Reg}_T = T \mu^* - \sum_{t=1}^{T} \mu^{a_t} \), where \( a^* \in \arg\max_{a \in A} \mu^a \) is an optimal arm in this task. The assumed noise level \( \sigma \) is fixed to the same value across all the methods.

**Results.** Our results are presented in Figure 4. For ease of readability, among the two GMM priors (10 and 25 components), we only show the one that achieves smaller regret. We see clearly that throughout the three problems and the two setups considered here, the proposed DiffTS algorithm always has the best performance. The difference is particularly significant in the Popular and Niche and 2D Maze problems, in which the regret achieved by DiffTS is around two times smaller than that achieved by the best performing baseline method. This confirms that using diffusion prior is more advantageous in problems with complex task

\(^3\)Apparented, the performance would degrade when we increase noise level and dropping rate. The breakdown point beyond which the algorithm completely fails is problem-dependent and we do not try to identify it in our experiments.

\(^6\)For the 2D Maze problem we consider their combinatorial extensions in which the UCB index / sampled mean of a super arm is simply the sum of the corresponding quantities of the contained base arms (Chen et al., 2013; Wang and Chen, 2018).
We also observe that the use of GMM prior in these two problems leads to worse performance than that of GTS-full, while it yields to competitive performance to DiffTS in the iPinYou Bidding problem. This is consistent with the visualizations in Appendix G, which show that the fitted GMM is only capable of generating good samples in the iPinYou Bidding problem. This, however, also suggests that the use of a more complex prior is a double-edged sword, and can lead to poor performance when the data distribution is not faithfully represented.

In Appendix E, we further present ablation studies to investigate the impacts of various components of our algorithm. In summary, we find that both the variance calibration step and the EM-like procedure for training with imperfect data are the most crucial to our algorithms, as dropping either of the two could lead to severe performance degradation. We also affirm that the use of SURE-based regularization does lead to smaller regret, but finding the optimal regularization parameter $\lambda$ is a challenging problem.

Finally, while the good performance of DiffTS is itself an evidence of the effectiveness of our sampling and training algorithms, we provide additional experiments in Appendix F to show how these methods are relevant in other contexts.

### 6. Concluding Remarks

In this work, we argue that the flexibility of diffusion models makes them a promising choice for representing complex priors in real-world online decision making problems. Then we design a new algorithm for multi-armed bandits that uses a diffusion prior with Thompson sampling. Our experiments show that this can significantly reduce the regret when compared to existing bandit algorithms. Additionally, we propose a training procedure for diffusion models that can handle imperfect data, addressing a common issue in the bandit setting. This method is of independent interest.

Our work raises a number of exciting but challenging research questions. One potential extension is to apply our approach to meta-learning problems in contextual bandits or reinforcement learning. This would involve modeling a distribution of functions or even of Markov decision processes by diffusion models, which remains a largely unexplored area despite a few attempts that work toward these purposes (Dutordoir et al., 2022; Nava et al., 2022). Another factor not addressed in our work is the uncertainty of the learned model itself, in contrast to the uncertainty modeled by the model. When the diffusion model is trained on limited data, its uncertainty is high, and using it as a fixed prior may lead to poor results. Regarding theoretical guarantees, several recent works (Chen et al., 2023a; Lee et al., 2023) have shown that unconditional sampling of diffusion models can approximate any realistic distribution provided sufficiently accurate score estimate (the score-based interpretation of the predicted noise). Further extending the above results to cope with posterior sampling and deriving regret bounds would be a fruitful direction to work on.

Finally, the posterior sampling algorithm for the diffusion model is a key bottleneck in scaling up our method. There has been significant work on accelerating unconditional sampling of diffusion models (Salimans and Ho, 2021; Dohorn et al., 2022; Zheng et al., 2022), but incorporating these into posterior sampling remains an open question.
References


Sitan Chen, Sinho Chewi, Jerry Li, Yuanzhi Li, Adil Salim, and Anru Zhang. Sampling is as easy as learning the score: theory for diffusion models with minimal data assumptions. In International Conference on Learning Representations, 2023a.


A. Missing Pseudocode

Algorithm 5 Meta-learning Bandits with Diffusion Models

1: **Model Training**
2: **Input:** Training set containing reward observations from different tasks
3: Train a diffusion model $h_\theta$ to model the distribution of the mean rewards (in case of imperfect data use Algorithm 4)
4: **Variance Calibration**
5: **Input:** Diffusion model $h_\theta$ and calibration set containing reward observations from different tasks
6: Use Algorithm 1 to estimate the mean squared reconstruction errors $\tau_{1:L}$ of the model $h_\theta$ from different diffusion steps to calibrate the variance of each reverse step (in case of imperfect data use Algorithm 6)
7: **Bandit Deployment**
8: **Input:** Diffusion model $h_\theta$, variance parameters $\tau_{1:L}$, and assumed noise level $\hat{\sigma}$
9: For any new task, run Thompson sampling with diffusion prior (Algorithm 3) with provided parameters

B. Additional Related Work

In this section we complement our related work with a discussion on the use of prior knowledge in multi-armed bandits and a comparison between our diffusion model posterior sampling algorithm and existing ones.

B.1. Prior Knowledge in Multi-Armed Bandits

Regarding the algorithmic framework, we build upon the well-known Thompson sampling idea introduced by Thompson (1933) nearly a century ago. It has reemerged as one of the most popular algorithms for bandit problems in the last decade due to its simplicity and generality (Chapelle and Li, 2012; Russo and Van Roy, 2014; Russo et al., 2018). Nonetheless, it was not until recently that a series of works (Lu and Van Roy, 2019; Simchowitz et al., 2021) provided a thorough investigation into the influence of the algorithm’s prior, and confirmed the benefit of learning a meta-prior in bandits via empirical and theoretical evidences (Cella et al., 2020; Basu et al., 2021; Kveton et al., 2021; Peleg et al., 2022; Bastani et al., 2022). The main difference between our work and the above is the use of a more complex prior, which also goes beyond the previously studied mixture prior (Hong et al., 2022b) and multi-layered Gaussian prior (Hong et al., 2022a).

On a slightly different note, a large corpus of work have investigated other ways to encode prior knowledge, including the use of arm hierarchy (Sen et al., 2021), graphs (Valko et al., 2014), or more commonly a latent parameter shared by the arms (Lattimore and Munos, 2014; Maillard and Mannor, 2014; Hong et al., 2020; Gupta et al., 2020). The use of neural network for contextual bandits was specifically studied by Riquelme et al. (2018), where the authors compared a large number of methods that perform Thompson sampling of network models and found that measuring uncertainty with simple models (e.g., linear models) on top of learned representations often led to the best results. Instead, we focus on non-contextual multi-armed bandits and use neural networks to learn a prior rather than using it to parameterize actions.

B.2. Comparison of Diffusion Posterior Sampling Algorithms

While none of previous diffusion posterior sampling algorithms was designed specifically for the multi-armed bandit setup that we consider, it turns out that our Algorithm 2 shares the same general routine with many existing methods. In fact, a large family of algorithms proposed in the literature for posterior sampling with diffusion models (or equivalently, with trained denoisers or with learned score functions) goes through an iterative process that alternates between unconditional sampling and measurement consistency steps. The main difference thus lies in how the measurement consistency step is
implemented. This can be roughly separated into the following three groups within the context of Algorithm 2.\footnote{In the literature this is often referred to as the problem of inpainting with noisy observation.}

We recall that unconditional sampled is represented by $x'_t$ and is drawn from $p_\theta(X_t | x_{t+1})$ [or $p_{\theta,\tau}(X_t | x_{t+1})$ in our case].

1. **Direct mix with the observation** $y$. The simplest solution is to mix directly the unconditional latent variable $x'_t$ with the observed features of $y$. That is, for a certain $\pi_t \in [0, 1]$, we take
   \[
   x_t = (1 - m) \odot x'_t + m \odot (\pi_t x'_t + (1 - \pi_t)y). \tag{12}
   \]

   This is essentially the approach taken by Sohl-Dickstein et al. (2015); Jalal et al. (2021); Kawar et al. (2021b); Kadkhodaie and Simoncelli (2021).\footnote{Concretely, instead of the mixing step it could be a gradient step that minimizes $\|m \odot (y - x_{t+1})\|^2$. This becomes equivalent to (12) if we replace $x_{t+1}$ by $x'_t$ and the stepsize is smaller than $1/2$. Our presentation is intended to facilitate the comparison between different methods while keeping the essential ideas. We thus also make similar minor modifications in (13) and (14).}

   However, the mismatch between the noise levels of $y$ and $x'_t$ could be detrimental.

2. **Mix with a noisier version of the observation.** Alternatively, the most popular approach in the literature is probably to first pass the observation through the forward process by sampling $y_t$ from $\mathcal{N}(Y_t; \sqrt{\bar{\alpha}_t} y_0, (1 - \bar{\alpha}_t) I_d)$ and then perform a weighted average between the unconditional latent variable $x'_t$ and the diffused observation $y_t$.

   $x_t = (1 - m) \odot x'_t + m \odot (\pi_t x'_t + (1 - \pi_t)y_t). \tag{13}$

   This idea was introduced in (Song et al., 2021; 2022) and subsequently used by Chung et al. (2022a); Lugmayr et al. (2022) where the authors improved different aspects of the algorithm without modifying the implementation of the measurement consistency step.

3. **Gradient step with respect to denoiser input.** The most involved but also the most general solution is to take a gradient step to ensure that the denoised output from the latent variable is close to our observation after applying the measurement operator. In other words, for a certain stepsize $\eta_t$, we set

   \[
   x_t = x'_t - \eta_t \nabla x'_t \|m \odot (y - h_\theta(x'_t, \ell))\|^2. \tag{14}
   \]

   This was the method used by Chung et al. (2023) and it was also jointly used with other measurement consistency strategy in (Chung et al., 2022b; Yu et al., 2022).

Provided the above overview, it is clear that our method (Algorithm 2/Figure 5) is similar but different from all the algorithms previously introduced in the literature. In fact, while we also use a diffused observation, it is sampled from $\mathcal{N}(\hat{Y}_t; \sqrt{\alpha_t} y_0 + \sqrt{1 - \alpha_t} \hat{z}_{t+1}^a, \zeta_{t,y}^a)$. The use of predicted noise $\hat{z}_{t+1}^a$ for the forward process improves the coherence of the output as we will demonstrate on a simple example in Appendix F.2. On the other hand, the third approach mentioned above

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{algorithm.png}
\caption{Illustration of the proposed posterior sampling with diffusion prior algorithm (Algorithm 2).}
\end{figure}
We next provide the derivation of the reverse step of our posterior sampling algorithm (variant of Algorithm 2 as described where both \( \bar{\alpha} \). We first recall that by definition of the diffusion model we may write

\[
h_{\theta}(x_{\ell}, \ell) \approx \frac{x'_{\ell} - \sqrt{1 - \alpha_{\ell+1}} \hat{\epsilon}_{\ell+1}}{\sqrt{\alpha_{\ell}}},
\]

which eliminates the need for computing the gradient of the denoiser.

In additional to the aforementioned methods, other alternatives to perform posterior sampling with diffusion models include the use of a dedicated guidance network that learns directly \( q(y \mid x_{\ell}) \) (Dhariwal and Nichol, 2021; Song et al., 2021; Huang et al., 2022), annealed Langevin dynamics (Song and Ermon, 2019), Gaussian approximation of posterior (Graikos et al., 2019), and finally, a closed-form expression for the conditional score function and the conditional reverse step can be derived if we assume that the observed noise is carved from the noise of the diffusion process (Kawar et al., 2021a; 2022).

C. Algorithm Design: Derivation, Special Case, and Extensions

In this appendix we complement the presentation of our algorithms by providing underlying mathematical derivations and extension of the training and variance calibration algorithms.

C.1. Reverse Step in Vanilla Diffusion Model

Ho et al. (2020) proposed to set the reverse step of diffusion model to be \( q(X_{\ell+1}, X_0 = \hat{x}_0) \) as explained in (1). This is effectively a Gaussian distribution because

\[
q(X_{\ell+1}, X_0 = \hat{x}_0) \propto q(x_{\ell+1} \mid X_\ell, X_0 = \hat{x}_0)q(X_\ell \mid X_0 = \hat{x}_0) = q(x_{\ell+1} \mid X_\ell)q(X_\ell \mid X_0 = \hat{x}_0).
\]

By the definition of the forward process, we have \( q(x_{\ell+1} \mid X_\ell) = \mathcal{N}(x_{\ell+1}; \sqrt{\alpha_{\ell+1}}X_\ell, (1 - \alpha_{\ell+1})I_d) \) and \( q(X_\ell \mid X_0 = \hat{x}_0) = \mathcal{N}(X_\ell; \sqrt{\alpha_{\ell}}\hat{x}_0, (1 - \alpha_{\ell})I_d) \). The second equality of (1) then follows immediately.

C.2. Reverse Step in Posterior Sampling from Diffusion Prior

We next provide the derivation of the reverse step of our posterior sampling algorithm (variant of Algorithm 2 as described in Section 3.3) that samples from \( X_\ell \mid x_{\ell+1}, y \). For this, we write

\[
q(x_\ell \mid x_{\ell+1}, y) = \frac{q(x_\ell \mid x_{\ell+1})q(y \mid x_\ell, x_{\ell+1})}{q(y \mid x_{\ell+1})} = q(x_\ell \mid x_{\ell+1}) \int q(y \mid x_0)q(x_0 \mid x_\ell, x_{\ell+1}) dx_0
\]

\[
\int q(y \mid x_0)\ell q(x_0 \mid x_\ell) dx_0 = \mathcal{N}(y; h_\theta(x_\ell, \ell), \sigma^2 I_d + \text{diag}(\sigma^2 \ell)).
\]

Nonetheless, as the denoiser \( h_\theta \) can be arbitrarily complex, this does not lead to a close form expression to sample \( x_\ell \). Therefore, to avoid the use of involved sampling strategy in the recurrent step, we approximate \( q(x_0 \mid x_\ell, x_{\ell+1}) \) in a different way. We first recall that by definition of the diffusion model we may write

\[
X_\ell = \sqrt{\alpha_{\ell}}X_0 + \sqrt{1 - \alpha_{\ell}}\tilde{Z}_\ell \quad \text{and} \quad X_{\ell+1} = \sqrt{\alpha_{\ell+1}}X_\ell + \sqrt{1 - \alpha_{\ell+1}}\tilde{Z}_{\ell+1},
\]

where both \( \tilde{Z}_\ell \) and \( \tilde{Z}_{\ell+1} \) are random variable with distribution \( \mathcal{N}(0_d, I_d) \). This leads to

\[
X_{\ell+1} = \sqrt{\alpha_{\ell+1}}X_0 + \sqrt{1 - \alpha_{\ell+1}}\tilde{Z}_{\ell+1}
\]

where

\[
\tilde{Z}_{\ell+1} = \sqrt{\frac{\alpha_{\ell+1}(1 - \alpha_{\ell})}{1 - \alpha_{\ell+1}}} \tilde{Z}_\ell + \sqrt{\frac{1 - \alpha_{\ell+1}}{1 - \alpha_{\ell+1}}} \tilde{Z}_{\ell+1}.
\]
Therefore, we may take $\tilde{Z}_{t+1}$ as a reasonable approximation of $\hat{Z}_t$, while sampling $\tilde{Z}_{t+1}$ is basically the same as sampling from $p'_\theta(X_0 \mid x_{t+1})$. To summarize, we write

$$
q(x_0 \mid x_t, x_{t+1}) = q\left(\tilde{Z}_t = \frac{x_t - \sqrt{\alpha_t} x_0}{\sqrt{1 - \alpha_t}} \mid x_t, x_{t+1}\right)
\approx q\left(\tilde{Z}_{t+1} = \frac{x_t - \sqrt{\alpha_t} x_0}{\sqrt{1 - \alpha_t}} \mid x_t, x_{t+1}\right)
= q\left(X_0 = \frac{1}{\sqrt{\alpha_{t+1}}} \left(x_{t+1} - (x_t - \sqrt{\alpha_t} x_0) \sqrt{\frac{1 - \alpha_{t+1}}{1 - \alpha_t}} \right) \mid x_t, x_{t+1}\right)
\approx p^\theta_{\theta,t}(X_0 = \frac{1}{\sqrt{\alpha_{t+1}}} \left(x_{t+1} - (x_t - \sqrt{\alpha_t} x_0) \sqrt{\frac{1 - \alpha_{t+1}}{1 - \alpha_t}} \right) \mid x_t, x_{t+1})
= N\left(\tilde{x}_{t+1} = \frac{x_{t+1} + \frac{1}{\sqrt{\alpha_{t+1}}} x_t - \sqrt{1 - \alpha_{t+1}} h_\theta(x_{t+1}, \ell + 1), \rho_\ell \text{diag}(\tau_{\ell+1}^2)}{\sqrt{1 - \alpha_{t+1}}}, \text{diag}(\tau_{\ell+1}^2)\right),
$$

where $\rho_\ell = \tilde{\alpha}_{t+1}(1 - \tilde{\alpha}_t)/(\tilde{\alpha}_{t+1}(1 - \tilde{\alpha}_t+1))$ and $\tilde{z}_{t+1}$ represents the noise predicted by the denoiser from $x_{t+1}$, that is,

$$
\tilde{z}_{t+1} = x_{t+1} - \sqrt{\tilde{\alpha}_{t+1} h_\theta(x_{t+1}, \ell + 1)} / \sqrt{1 - \tilde{\alpha}_{t+1}}.
$$

In this way, we have approximated $q(x_0 \mid x_t, x_{t+1})$ by a Gaussian with diagonal covariance and with mean that depends only linearly on $x_{t+1}$. We next place ourselves in the multi-armed bandit setup. Suppose we are in round $t+1$, the observation is now $y = H_t$ the interaction history up to round $t$ (included) and $x_0 = \mu$ is the mean reward vector. The relation between $y = H_t$ and $x_0 = \mu$ is as described in Section 3.3. Precisely,

$$
q(H_t \mid x_0) \propto \prod_{s=1}^t q(r_s \mid x_0, a_s) = \prod_{s=1}^t N(r_s; \mu^{a_s}, \sigma^2_{\text{reward}})
$$

There exists $C(H_t)$ and $\tilde{C}(H_t)$ such that

$$
\mathcal{A} \propto \int \frac{q(H_t \mid x_0)q(x_0 \mid x_t, x_{t+1})}{\prod_{a \in A}} dx_0 = \int C(H_t) \prod_{s=1}^t N(r_s; \mu^{a_s}, \sigma^2_{\text{reward}}) q(x_0 \mid x_t, x_{t+1}) dx_0 
= \int \tilde{C}(H_t) \prod_{a \in A} N(\tilde{\mu}_t^a; \mu^a, (\sigma_t^a)^2) q(x_0 \mid x_t, x_{t+1}) dx_0.
$$

Using $x_0 = \mu$, the aforementioned approximation of $q(x_0 \mid x_t, x_{t+1})$, and ignoring the multiplicative constant that does not depend on $x_{t+1}$, we get

$$
\mathcal{A} \propto \int \prod_{a \in A} N(\tilde{\mu}_t^a; \mu^a, (\sigma_t^a)^2) q(x_0 \mid x_t, x_{t+1}) dx_0
\approx \sqrt{\rho_t} \int \prod_{a \in A} N(\tilde{\mu}_t^a; \mu^a, (\sigma_t^a)^2) \prod_{a \in A} N\left(x_0^a; \frac{1}{\sqrt{\alpha_t}} (x_t^a - \sqrt{1 - \alpha_{t+1}} h_\theta(x_{t+1}, \ell + 1), \rho_\ell (\tau_{\ell+1}^2)^2)\right) dx_0
$$

17
We obtain the algorithm presented in Section 3.3 by applying Lemma 1 to (16) with thus be rewritten as to sampling directly from the resulting distribution.

Let \( \theta, \tau \), \( x \) follows the distribution of (17) and computing the linear combination of \( \ell \)

\[
X = \sqrt{\mu_i^a} \bar{\mu} + \sqrt{1 - \bar{\alpha}_t \bar{z}_{\ell+1}^a}, \bar{\alpha}_t((\sigma_i^a)^2 + \rho_t(\tau_{\ell+1}^a)^2)).
\]

Plugging the above into (15), we obtain \( q(x_\ell | x_{\ell+1}, \mathcal{H}_\ell) = \prod_{a \in A} q(x_\ell^a | x_{\ell+1}, \mathcal{H}_\ell) \) where \( q(x_\ell^a | x_{\ell+1}, \mathcal{H}_\ell) = p_{\theta, \tau}(x_\ell^a | x_{\ell+1}) \) if \( a \) is never pulled and otherwise it is the distribution satisfying

\[
q(x_\ell^a | x_{\ell+1}, \mathcal{H}_\ell) \propto p_{\theta, \tau}(x_\ell^a | x_{\ell+1})N\left( x_\ell^a, \sqrt{\bar{\alpha}_t \mu^a_i} + \sqrt{1 - \bar{\alpha}_t \bar{z}_{\ell+1}^a}, \bar{\alpha}_t((\sigma_i^a)^2 + \rho_t(\tau_{\ell+1}^a)^2) \right).
\]

To conclude, we resort to the following lemma (see Papandreou and Yuille, 2010 for more general results).

**Lemma 1.** Let \( \mu_1, \mu_2, \sigma_1, \sigma_2 \in \mathbb{R} \). The following two sampling algorithms are equivalent.

1. Sample \( x \) directly from the distribution whose density is proportional the product \( N(\mu_1, \sigma_1^2)N(\mu_2, \sigma_2^2) \).
2. Sample \( x_1 \) from \( N(\mu_1, \sigma_1^2), x_2 \) from \( N(\mu_2, \sigma_2^2) \), and compute \( x = \sigma_1^{-2} x_1 + \sigma_2^{-2} x_2 / (\sigma_1^{-2} + \sigma_2^{-2}) \).

**Proof.** It is well known that the product of two Gaussian PDFs is itself proportional to a Gaussian PDF. Concretely, we have

\[
N(\mu_1, \sigma_1^2)N(\mu_2, \sigma_2^2) \propto N\left( \frac{\sigma_1^{-2} \mu_1 + \sigma_2^{-2} \mu_2}{\sigma_1^{-2} + \sigma_2^{-2}}, \frac{1}{\sigma_1^{-2} + \sigma_2^{-2}} \right).
\]

On the other hand, the linear combination of two independent Gaussian variables is also a Gaussian variable. For \( X_1, X_2 \) that follow \( N(\mu_1, \sigma_1^2), N(\mu_2, \sigma_2^2) \) and \( X = \sigma_1^{-2} X_1 + \sigma_2^{-2} X_2 / (\sigma_1^{-2} + \sigma_2^{-2}) \), we can compute

\[
\mathbb{E}[X] = \frac{\sigma_1^{-2} \mathbb{E}[X_1] + \sigma_2^{-2} \mathbb{E}[X_2]}{\sigma_1^{-2} + \sigma_2^{-2}}, \quad \text{Var}[X] = \frac{\sigma_1^{-4} \text{Var}[X_1] + \sigma_2^{-4} \text{Var}[X_2]}{(\sigma_1^{-2} + \sigma_2^{-2})^2} = \frac{\sigma_1^{-2} + \sigma_2^{-2}}{(\sigma_1^{-2} + \sigma_2^{-2})^2} = \frac{1}{\sigma_1^{-2} + \sigma_2^{-2}}.
\]

Therefore, \( X \) follows the distribution of (17) and computing the linear combination of \( x_1 \) and \( x_2 \) as suggested is equivalent to sampling directly from the resulting distribution.

We obtain the algorithm presented in Section 3.3 by applying Lemma 1 to (16) with

\[
N(\mu_1, \sigma_1^2) \leftarrow p_{\theta, \tau}(x_\ell^a | x_{\ell+1})
N(\mu_2, \sigma_2^2) \leftarrow N\left( x_\ell^a, \sqrt{\bar{\alpha}_t \mu^a_i} + \sqrt{1 - \bar{\alpha}_t \bar{z}_{\ell+1}^a}, \bar{\alpha}_t((\sigma_i^a)^2 + \rho_t(\tau_{\ell+1}^a)^2) \right).
\]

**C.3. On SURE-based Regularization**

In this part we show how the loss function (11) is related to Stein’s unbiased risk estimate (SURE). We first note that by definition of the diffusion process, we have \( x = \sqrt{\bar{\alpha}_t} x_0 + \sqrt{1 - \bar{\alpha}_t} \bar{z}_t \) where \( \bar{z}_t \) is a random variable following the distribution \( N(0_d, I_d) \). Moreover, \( \sqrt{\bar{\alpha}_t} h_\theta(x_\ell, \ell) \) is an estimator of \( \sqrt{\bar{\alpha}_t} x_0 \) from \( x_\ell \). The corresponding SURE thus writes

\[
\text{SURE}(\sqrt{\bar{\alpha}_t} h_\theta(\cdot, \ell)) = \| \sqrt{\bar{\alpha}_t} h_\theta(x_\ell, \ell) - x_\ell \|^2 - K(1 - \bar{\alpha}_t) + 2(1 - \bar{\alpha}_t) \text{div}_x(\sqrt{\bar{\alpha}_t} h_\theta(x_\ell, \ell)).
\]

If it holds \( x_\ell = \sqrt{\bar{\alpha}_t} y \) while \( y \) follows the distribution \( N(x_0, \sigma^2 I_d) \), we get immediately \( 1 - \bar{\alpha}_t = \bar{\alpha}_t \sigma^2 \). The above can thus be rewritten as

\[
\text{SURE}(\sqrt{\bar{\alpha}_t} h_\theta(\cdot, \ell)) = \| \sqrt{\bar{\alpha}_t} h_\theta(x_\ell, \ell) - \sqrt{\bar{\alpha}_t} y \|^2 - K \bar{\alpha}_t \sigma^2 + 2\bar{\alpha}_t \sigma^2 \text{div}_x(h_\theta(x_\ell, \ell)).
\]
We discuss here how to extend Algorithm 4 to cope with bandit observations and observations with non-homogeneous noise. As mentioned in Section 3.1, a reliable variance estimate of the reverse process is essential for building a good diffusion learning of priors. All the simulations are run on an Amazon p3.2xlarge instance equipped with 8 NVIDIA Tesla V100 GPUs.

C.4. Training from Bandit Observations or Observations with Non-Homogeneous Noise

We discuss here how to extend Algorithm 4 to cope with bandit observations and observations with non-homogeneous noise. As suggested in Section 3.3, when the observations come from bandit interactions and each arm can be pulled more than once, we can first summarize the interaction history by the empirical mean and the vector of adjusted standard deviation. Therefore, it actually remains to address the case of non-homogeneous noise where the noise vector $z_i$ is sampled from $\mathcal{N}(\mathbf{0}_d, \text{diag}(\sigma_i^2))$ for some vector $\sigma_i \in \mathbb{R}^K$. As the design of our posterior sampling algorithm already takes this into account, the perfect sampling steps of the algorithm remains unchanged. The only difference would thus lie in the definition of loss (11). Intuitively, we would like to give more weight to samples that are less uncertain. This can be achieved by weighting the loss by the inverse of the variances, that is, we set

$$L'(\theta; y, \tilde{x}_\ell, m, \sigma, \ell) = \sum_{a=1}^K m^a |y^a - h_\theta^a(\tilde{x}_\ell, \ell)|^2 / (\sigma^a)^2 + 2\lambda \sqrt{\alpha_{\ell}} \mathbb{E}_{y \sim \mathcal{N}(\mathbf{0}_d, I_d)} h^\top \left( \frac{h_\theta(\tilde{x}_\ell + \varepsilon b, \ell) - h_\theta(\tilde{x}_\ell, \ell)}{\varepsilon} \right).$$

To make sure the above loss is always well defined, we may further replace $(\sigma^a)^2$ by $2(\sigma^a)^2 + \delta$ for some small $\delta > 0$. It is worth noticing that one way to interpret the absence of observation $m^a = 0$ is to set the corresponding variance to infinite, i.e., $\sigma^a = +\infty$. In this case we see there is even no need of $m$ anymore as the coordinates with $\sigma^a = +\infty$ would already be given 0 weight. Finally, to understand why we choose to weight with the inverse of the variance, we consider a scalar $x$, and a set of noisy observations $y_1, \ldots, y_n$ respectively drawn from $\mathcal{N}(x, \sigma_1^2), \ldots, \mathcal{N}(x, \sigma_n^2)$. Then, the maximum likelihood estimate of $x$ is $\sum_{i=1}^n \sigma_i^2 y_i / \sum_{i=1}^n \sigma_i^2$.

C.5. Variance Calibration with Imperfect Data

As mentioned in Section 3.1, a reliable variance estimate of the reverse process is essential for building a good diffusion prior. This holds true not only for the online learning process at test phase, but also for the posterior sampling step of our training procedure. The algorithm introduced in Section 3.1 calibrates the variance through perfect data. In this part, we extend it to operate with imperfect data.

Let $\mathcal{D}_{\text{cal}}$ be a set of imperfect data constructed in the same way as $\mathcal{D}_d$. We write $\mathcal{D}_{\text{cal}}^0 = \{(y, m) \in \mathcal{D}_{\text{cal}} : m^a = 1\}$ as the subset of $\mathcal{D}_{\text{cal}}$ for which a noisy observation of the feature at position $a$ is available. Our algorithm (outlined in Algorithm 6) is inspired by the following two observations. First, if the entries are missing completely at random, observed $y^a$ of $\mathcal{D}_{\text{cal}}^0$ and sampled $y^a + z^a$ with $x_0 \sim Q_0$ and $z \sim \mathcal{N}(0, \sigma_{\text{data}}^2 I_d)$ have the same distribution. Moreover, for any triple $(x_0, y, x_\ell)$ with $y = x_0 + z, x_\ell = \sqrt{\alpha_{\ell}} x_0 + \sqrt{1 - \alpha_{\ell}} \tilde{x}_\ell$ and $x_0, z, \tilde{x}_\ell$ sampled independently from $Q_0, \mathcal{N}(0_d, \sigma_{\text{data}}^2 I_d)$, and $\mathcal{N}(0_d, I_d)$, it holds that

$$\mathbb{E}[||y^a - h_\theta^a(x_\ell, \ell)||^2] = \mathbb{E}[||x_0^a - h_\theta^a(x_\ell, \ell)||^2] + \sigma_{\text{data}}^2.
$$

We can thus estimate $\mathbb{E}[||x_0^a - h_\theta^a(x_\ell, \ell)||^2]$ if we manage to pair each $y^a \in \mathcal{D}_{\text{cal}}^\prime$ with a such $x_\ell$.

We again resort to Algorithm 2 for the construction of $x_\ell$ (referred to as $\tilde{x}_\ell$ in Algorithm 6 and hereinafter). Unlike the training procedure, here we first construct $\tilde{x}_0$ and sample $\tilde{x}_\ell$ from $X_{\ell} | \tilde{x}_0$ to decrease the mutual information between $\tilde{x}_\ell$ and $y$. Nonetheless, the use of our posterior sampling algorithm itself requires a prior with calibrated variance. To resolve the chicken-and-egg dilemma, we add a warm-up step where we precompute the reconstruction errors with Algorithm 1 by treating $\mathcal{D}_{\text{cal}}$ as the perfect dataset. In our experiments, we observe this step yields estimates of the right order of magnitude but not good enough to be used with Thompson sampling, while the second step brings the relative error to as small as 5% compare to the estimate obtained with perfect validation data using Algorithm 1.

D. Missing Experimental Details

In this section, we provide missing experimental details mainly concerning the construction of the problem instances and the learning of priors. All the simulations are run on an Amazon p3.2xlarge instance equipped with 8 NVIDIA Tesla V100 GPUs.
Algorithm 6 Diffusion Model Variance Calibration from Imperfect (incomplete and noisy) Data

1: **Input:** Diffusion model $h_\theta$, calibration set $D_{cal} = \{y_i, m_i\}_{i \in [n_{cal}]}$, noise standard deviation $\sigma_{data}$
2: **Output:** Variance parameters $\tau_1:L$
3: **Data Set Preprocessing**
4: Precompute reconstructions errors $\tau_1:L$ with Algorithm 1 and $D_{cal} \leftarrow D_{cal}$ (masks ignored)
5: Construct $\tilde{D}_{cal} = \{\tilde{x}_{i,0}, y_i, m_i\}_{i}$ with Algorithm 2
6: **Variance Calibration**
7: for $\ell = 1 \ldots L$ do
8: Construct $\tilde{D}_{cal,\ell} = \{\tilde{x}_{i,\ell}, y_i, m_i\}_{i}$ by sampling $\tilde{x}_{i,\ell}$ from $X_{\ell} | \tilde{x}_{i,0}$
9: for $a = 1 \ldots K$ do
10: Let $\tilde{D}_{cal,\ell}^a = \{\tilde{x}_{\ell}, y : (\tilde{x}_{\ell}, y, m) \in \tilde{D}_{cal,\ell}, m^a = 1\}$
11: Set $\tau^a_\ell \leftarrow \sqrt{\frac{1}{n_{cal}} \sum_{\tilde{x}_{\ell}, y \in \tilde{D}_{cal,\ell}^a} ||x^a_0 - h_{\theta}(\tilde{x}_{\ell}, \ell)||^2 - \sigma^2_{data}}$

**D.1. Construction of Bandit Instances**

We provide below more details on how the bandit instances are constructed in our problems. Besides the three problems described in Section 5, we consider an additional Labeled Arms problem that will be used for our ablation study. Some illustrations of the constructed instances and the vectors generated by learned priors are provided in Appendix G. As in Popular and Niche and 2D Maze problems, in the Labeled Arms problem we simply add Gaussian noise of standard deviation 0.1 to the mean when sampling the reward. For these three problems we thus only explain how the means are constructed.

1. **Popular and Niche ($K = 200$ arms).** The arms are split into 40 groups of equal size. 20 of these groups represent the ‘popular’ items while the other 20 represent the ‘niche’ items. For each bandit task, we first construct a vector $\bar{\mu}$ whose coordinates’ values default to 0. However, we randomly choose 1 to 3 groups of niche items and set the value of each of these items to 1 with probability 0.7 (independently across the selected items). Similarly, we randomly choose 15 to 17 groups of popular items and set their values to 0.8. Then, to construct the mean reward vector $\mu$, we perturb the values of $\bar{\mu}$ by independent Gaussian noises with standard deviation of 0.1. After that, we clip the values of the popular items to make them smaller than 0.95 and clip the entire vector to the range $[0, 1]$.

2. **iPinYou bidding ($K = 300$ arms).** The set of tasks is constructed with the help of the iPinYou data set (Liao et al., 2014). This data set contains logs of ad biddings, impressions, clicks, and final conversions, and is separated into three different seasons. We only use the second season that contains the data from 5 advertisers (as we are not able to find the data for the first and the third season). To form the tasks, we further group the bids according to the associated ad slots. By keeping only those ad slots with at least 1000 bids, we obtain a data set of 1352 ad slots. Then, the empirical distribution of the paying price (i.e., the highest bid from competitors) of each ad slot is used to computed the success rate of each potential bid $b \in \{0, \ldots, 299\}$ set by the learner. The reward is either $300 - b$ when the learner wins the auction or 0 otherwise. Finally, we divide everything by the largest reward that the learner can ever get in all the tasks to scale the rewards to range $[0, 1]$.

3. **2D Maze ($K = 180$ base arms).** For this problem, we first use the code of the github repository MattChanTK/gym-maze⁹ to generate random 2D mazes of size $19 \times 19$. Then, each bandit task can be derived from a generated 2D maze by associating the maze to a weighted $10 \times 10$ grid graph. As demonstrated by Figure 3, each case corresponds to either a node or an edge of the grid graph. Then, the weight (mean reward) of an edge (base arms) is either $-1$ or $-0.01$ depending on either there is a wall (in black color) or not (in white color) on the corresponding case. An optimal arm in this problem would be a path that goes from the source to the destination without bumping into any walls in the corresponding maze.

4. **Labeled Arms ($K = 500$ arms).** This problem is again inspired by applications in recommender systems. We are provided here a set of 50 labels $\mathcal{L} = \{1, \ldots, 50\}$. Each arm is associated to a subset $\mathcal{L}^a$ of these labels with size

---

⁹https://github.com/MattChanTK/gym-maze
Throughout our experiments, we use Adam optimizer with learning rate $5 \times 10^{-4}$ and exponential decay rates $\beta_1 = 0.9$ and $\beta_2 = 0.99$. The batch size and the epsilon constant in SURE-based regularization are respectively fixed at 128 and $\epsilon = 10^{-5}$. When the perfect data sets $D_p$ and $D_{cal}$ are provided, we simply train the diffusion models for 15000 steps on the training set $D_p$ and apply Algorithm 1 on the calibration set $D_{cal}$ to calibrate the variances. The training procedure is more complex when only imperfect data are available. We provide the details below.

These numbers are rather arbitrary and do not seem to affect much our results.
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**Posterior Sampling.** As explained in Section 4 and Algorithm 4, to train from imperfect data we sample the entire chain of diffused samples $\tilde{x}_{0:L}$ from the posterior. However, while Algorithm 2 performs sampling with predicted noise $\tilde{z}_{t+1}$ and as we will show in Appendix F.2, this indeed leads to improved performance in a certain aspect, we observe that when used for training, it prevents the model from making further progress. We believe this is because in so doing we are only reinforcing the current model with their own predictions. Therefore, to make the method effective, in our experiments we slightly modify the posterior sampling algorithm that is used during training. While we still construct samples $x_{0:L}$ following Algorithm 2, the samples $\tilde{x}_{0:L}$ used for the loss minimization phase are obtained by replacing $\tilde{z}_{t+1}$ (line 9) by $\tilde{z}_{t+1}$ sampled from $\mathcal{N}(0_d, I_d)$ in the very last sampling step. That is, from $x_{t+1}$ we sample both $x_t$ for further iterations of the algorithm and $\tilde{x}_{t+1}$ to be used for loss minimization.

**Training Procedure Specification.** When training and validation data are incomplete and noisy, we follow the training procedure described in Algorithm 4 with default values $S = 15000$ warm-up steps, $J = 3$ repeats, and $S' = 3000$ steps within each repeat (thus 24000 steps in total). Moreover, during the warm-up phase we impute the missing value with constant 0.5 when constructing the diffused samples $\tilde{x}_t$. As for the regularization parameter $\lambda$, we fix it at 0.1 for the Popular and Niche, 2D Maze, and Labeled Arms problems.

Nevertheless, training from imperfect data turns out to be difficult for the iPinYou Bidding problem. We conjecture this is both because the training set is small and because we train the denoiser to predict noise here. Two modifications are then brought to the above procedure to address the additional difficulty. First, as SURE-based regularization can prevent the model from learning any pattern from data when information is scarce, we drop it for the warm-up phase and the first two repeats (i.e., the first 21000 steps). We then get a model that has learned the noisy distribution. We then add back SURE-based regularization with $\lambda = 0.25$ in the third repeat. After the 24000 steps, the model is good enough at reconstructing the corrupted data set, but the unconditionally generated samples suffer from severe mode collapse. Provided that the reconstructed samples are already of good quality, we fix the latter issue simply by applying standard training on the reconstructed samples for another 3000 steps (thus 27000 training steps in total).

D.4. Other Details

In this part we provide further details about the evaluation phase and the baselines.

**Assumed Noise Level.** All the bandit algorithms considered in our work take as input a hyperparameter $\hat{\sigma}$ that should roughly be in the order of the scale of the noise. For the results presented in Section 5, we set $\hat{\sigma} = 0.1$ for the Popular and Niche and 2D Maze problems and $\hat{\sigma} = 0.2$ for the iPinYou Bidding problem. The former is exactly the ground truth standard deviation of the underlying noise distribution. For the iPinYou Bidding problem the noise is however not Gaussian, and $\hat{\sigma} = 0.2$ is approximately the third quartile of the empirical distribution of the expected rewards’ standard deviations (computed across tasks and arms). In Appendix F.1, we present additional results for algorithms run with different assumed noise levels $\hat{\sigma}$.

**UCB1.** The most standard implementation of the UCB1 algorithm sets the upper confidence bound to

$$U_t^a = \hat{\mu}_t + \hat{\sigma} \sqrt{\frac{2 \log t}{N_t^a}}.$$
Instead, in our experiments we use \( U_i^a = \hat{\mu}_i^a + \hat{\sigma}/\sqrt{N_t^a} \). Eq. (19) is more conservative than our implementation, and we thus do not expect it to yield smaller regret within the time horizon of our experiments.

**UCB1 Initialization.** In contrary to Thompson sampling-based methods, UCB1 typically requires an initialization phase. For vanilla multi-armed bandits (Popular and Niche, iPinYou Bidding, and Labeled Arms) this simply consists in pulling each arm once. For combinatorial bandits we need to pull a set of super arms that covers all the base arms. In the 2D Maze experiment we choose the three paths shown in Figure 6.

**Gaussian Prior with Imperfect Data.** To fit a Gaussian on incomplete and noisy data, we proceed as follows: First, we compute the mean of arm \( a \) from those samples that have observation for \( a \). Next, in a similar fashion, the covariance between any two arms are only computed with samples that have observations for both arms. Let the resulting matrix be \( \hat{\Sigma} \). Since the covariance matrix of the sum of two independently distributed random vectors (in our case \( X_0 \) and noise) is the sum of the covariance matrices of the two random vectors, we further compute \( \hat{\Sigma}' = \hat{\Sigma} - \sigma_{data}^2 I_d \) as an estimate of the covariance matrix of \( X_0 \). Finally, as \( \hat{\Sigma}' \) is not necessarily positive semi-definite and can even have negative diagonal entries, for TS with diagonal covariance matrix we threshold the estimated variances to be at least 0 and for TS with full covariance matrix we threshold the eigenvalues of the estimated covariance matrix \( \hat{\Sigma}' \) to be at least \( 10^{-4} \).\(^{11}\)

**Arm Selection in 2D Maze Problem.** All the algorithms we use in the 2D Maze problem first compute/sample some values for each base arm (edge) and then select the super arm (path) that maximizes the sum of its base arms’ values (for DiffTS we first map the sampled \( 20 \times 20 \) image back to a weighted graph and the remaining is the same). Concretely, we implement this via Dijkstra’s shortest path algorithm applied to the weighted graphs with weights defined as the opposite of the computed/sampled values. However, these weights are not guaranteed to be non-negative, and we thus clip all the negative values to 0 before computing the shortest path.

**E. Ablation Study**

In this appendix, we perform ablation studies on the Popular and Niche and Labeled Arms problems to explore the impacts of various design choices of our algorithms.

**E.1. Predicted versus Sampled Noise in Posterior Sampling**

In the DiffTS scheme that we develop (Algorithms 2 and 3), we propose to use the predicted noise \( \tilde{z}_{t+1} \) in the construction of the diffused observation \( \tilde{y}_t \). Alternatively, we can replace it by a sampled noise vector \( \tilde{z}_{t+1} \) (the resulting algorithm then becomes very similar to the ‘mix with a noisier version of the observation’ approach presented in Appendix B.2). In Figure 9, we investigate how this decision affects the performance of DiffTS with diffusion priors trained on perfect data set \( D_t \). It turns out that for the two problems considered here, there is not clear winner between the two options. However, it seems that using only sampled noise produces noisier samples, which leads to significant increase in regret in the Labeled Arms problem. We further confirm this intuition in Appendix F.2, where we show on a toy problem that the use of predicted noise often leads to samples that are more consistent with the learned prior. However, this does not always lead to performance improvement in bandit problems as the learned prior is never perfect.

**E.2. Importance of Variance Calibration**

Throughout our work, we have highlighted multiple times the importance of equipping the diffusion model with a suitable variance estimate. We demonstrate this in Figure 8. We consider diffusion priors trained on the perfect data set \( D_t \) along with three different reverse variance schedules: (i) calibrated, i.e., Eq. (4); (ii) non-calibrated, i.e., Eq. (1); (iii) partially calibrated— precisely, only the variance of \( X_0 | x_1 \) is calibrated. We see clearly that a non-calibrated reverse variance schedule leads catastrophic regret performance. This is because the sampling process relies too much on the learned model; in particular, the variance of \( p_{y_t}(X_0 | x_1) \) is fixed at zero. Instead, calibrating \( X_0 | x_1 \) itself already leads to significant decrease in regret, making it as competitive as (and sometimes even better than) the fully calibrated alternative. This suggests that the trade-off between the learned model and the observations mainly occurs at the last reverse step, whereas enlarging the variance of the remaining reverse steps has little to no effect. Yet, it is also clear from the experiment on the Popular and Niche problem with presumed noise standard deviation 0.5 that calibrating the variance of all the reverse steps may lead to performance improvement in bandit problems as the learned prior is never perfect.

\(^{11}\)Our implementation requires the prior covariance matrix to be positive definite.
E.3. Ablation Study for Training from Imperfect Data

Our algorithm for training from imperfect data (Algorithm 4) makes two important modifications to the original training scheme: the Expectation Maximization-like procedure (abbreviated as EM hereinafter) and the use of SURE-based regularization. Below we discuss their effects for three types of data: noisy data, incomplete data, and noisy and incomplete data. We fix all the hyper-parameters to the ones used in the main experiment unless otherwise specified. In particular, we set the noise standard deviation to $\sigma_{\text{data}} = 0.1$ for noisy data and the missing rate to 0.5 for incomplete data.

For comparison, we also plot the regrets for the full covariance Gaussian prior baseline. The means and the covariance of the prior are fitted with the three types of imperfect data that are used to train and calibrate the diffusion models, following the procedure detailed in Appendix D.4.

Training from Noisy Data. To cope with noisy data, we add SURE-based regularization with weight $\lambda$ to our training objective (11). In this part, we focus on how the choice of $\lambda$ affects the regret when the data are noisy. For the sake of simplicity, we only complete the warm-up phase of the algorithm, that is, the models are only trained for 15000 steps with loss function $L$ and $x_\ell$ sampled from $X_\ell | X_0 = y_0$. In our experiments we note this is generally good enough for noisy data without missing entries.

The results are shown in Figure 9. As we can see, the value of $\lambda$ has a great influence on the regret achieved with the learned prior. However, finding the most appropriate $\lambda$ for each problem is a challenging task. Using a larger value of $\lambda$ helps greatly for the Labeled Arms problem when it is given the ground-truth standard deviation $\sigma_{\text{reward}} = 0.1$, but is otherwise harmful for the Popular and Niche problem. We believe that finding a way to determine the adequate value of $\lambda$ will be an important step to make our method more practically relevant.

Training from Incomplete Data. The EM step is mainly designed to tackle missing data. In Figure 10 we show how the induced regrets differ when the models are trained with and without it and when the observations are missing at random but not noisy. To make a fair comparison, we also train the model for a total of 24000 (instead of 15000) steps when EM is not employed. As we can see, in all the setups the use of EM results in lower regret.

Training from Incomplete and Noisy Data. To conclude this section we investigate the effects of EM and SURE-based regularization when the data are both noisy and incomplete. We either drop totally the regularization term, i.e., set $\lambda = 0$, or skip the EM step (but again we train the models for 24000 steps with the configuration of the warm-up phase in this case). We plot the resulting regrets in Figure 11. For the models without EM, the variance calibration algorithm proposed in Appendix C.5 (Algorithm 6) does not work well so we calibrate it with a perfect calibration set $D_{\text{cal}}$. However, even with this the absence of EM consistently leads to the worst performance. On the other hand, dropping the regularization term only causes clear performance degradation for the Labeled Arms problem. This is in line with our results in Figure 9.

F. Additional Experiments

In this appendix, we first supplement our numerical section Section 5 with results obtained under different assumed noise levels. After that, we present additional experiments for the posterior sampling and the training algorithms.

F.1. Experimental Results with Different Assumed Noise Levels

To further validate the benefit of diffusion priors, we conduct experiments for the four problems introduced in Appendix D.1 under different assumed noise levels. The results are shown in Figure 12. We see that DiffTS achieves the smallest regret in 15 out of the 18 plots, confirming again the advantage of using diffusion priors. Moreover, although DiffTS performs worse than either GMMTS or GTS-full in iPinYou Bidding and Labeled Arms for a certain assumed noise level, the smallest regret is still achieved by DiffTS when taking all the noise levels that we have experimented with into account.

Finally, it is clear from Figure 12 that the choice of the assumed noise level $\hat{\sigma}$ also has a great influence on the induced regret. The problem of choosing an appropriate $\hat{\sigma}$ is however beyond the scope of our work.

Indeed, by design Algorithm 6 only gives good result when the posterior sampling step provides a reasonable approximation of $x_0$. How to calibrate the variance of a poorly performed model from imperfect data is yet another difficult question to be addressed.
Figure 7. Regret comparison for DiffTS with predicted or independently sampled noise in the construction of diffused observation $\hat{y}_t$.

Figure 8. Regret comparison for DiffTS with three different types of reverse variance schedules.

Figure 9. Regret comparison for DiffTS trained on noisy data with different regularization weight $\lambda$.

Figure 10. Regret comparison for DiffTS trained on incomplete data with or without EM.

Figure 11. Regret comparison for DiffTS trained on noisy and incomplete data with or without EM / SURE-based regularization.
Figure 12. Regret performances on four different problems with priors fitted/trained on either exact expected rewards (perfect data) or partially observed noisy rewards (imperfect data) and with different assumed noise levels $\hat{\sigma}$. The results are averaged over tasks of a test set and shaded areas represent standard errors.
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Figure 13. Feature vectors of the toy problems presented in Appendix F.2. Rows and columns correspond respectively to features and samples. For visualization purpose, the features are ordered in a way that those of the same group are put together. The darker the color the higher the value, with white and black representing respectively 0 and 1.
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Figure 14. Various images related to the MNIST data set. The three models Model\textsubscript{orig}, Model\textsubscript{cor14}, and Model\textsubscript{cor16} are respectively trained on the original data set, on the corrupted data set for 14000 steps, and on the corrupted data set for 16000 steps (Model\textsubscript{cor16} is trained on top of Model\textsubscript{cor14} for another 2000 steps; see the text for more details). ‘Generated’ means unconditional sampling while ‘reconstructed’ means posterior sampling with Algorithm 2 applied to the corrupted images shown in (b).

F.2. Comparison of Posterior Sampling Strategies on a Toy Problem

In this part, we demonstrate on a toy problem that using predicted noise \( \tilde{z}_{t+1} \) to construct the diffused observation \( \tilde{y}_t \) leads to more consistent examples compared to using independently sampled noise vectors.

Data Set and Diffusion Model Training. We consider a simple data distribution over \( \mathbb{R}^{200} \). The 200 features are grouped into 20 groups. For each sample, we randomly select up to 6 groups and set the values of the corresponding features to 1. The remaining features take the value 0. Some samples from this distribution are illustrated in Figure 13a. As for the diffusion model, the model architecture, hyper-parameters, and training procedure are taken to be the same as those for the Popular and Niche problem (Appendix D). In Figure 13b we see that the data distribution is perfectly learned.

Posterior Sampling. We proceed to investigate the performance of our posterior sampling algorithm on this example. For this, we form a test set of 100 samples drawn from the same distribution and drop each single feature with probability 0.5 as shown in Figure 13c. We then conduct posterior sampling with the learned model using Algorithm 2 (\( \sigma \) is set to 0). To define the diffused observation \( \tilde{y}_t \), we either follow (8) or replace the predicted noise \( \tilde{z}_{t+1} \) by an independently sampled noise vector \( \tilde{z}_{t+1} \sim \mathcal{N}(0_d, I_d) \). The corresponding results are shown in Figures 13d and 13e. As we can see, using predicted noise clearly leads to samples that are more consistent with both the observations and the learned prior.

To provide a quantitative measure, in the constructed samples we define a group to be ‘relevant’ if the values of all its features are greater than 0.8. We then compute the recall and precision by comparing the ground-truth selected groups and the ones identified as relevant. When predicted noise is used, the average recall and precision are both at 100%. On the other hand, when independently sampled noise is used, the average recall falls to around 85% (this value varies due to the randomness of the sampling procedure but never exceeds 90%) while the average precision remains at around 98%.
F.3. Training from Imperfect Image Data

To illustrate the potential of the training procedure introduced in Section 4, we further conduct experiments on the MNIST and Fashion-MNIST (Xiao et al., 2017) data sets. Both data sets are composed of gray-scale images of size $28 \times 28$. MNIST contains hand-written digits whereas Fashion-MNIST contain fashion items taken from Zalando shopping catalog. Some images of the two data sets are shown in Figures 14a and 15a.

Data Corruption and Experimental Setup. For our experiments, we scale the images to range $[0, 1]$ and corrupt the resulting data with missing rate 0.5 (i.e., each pixel is dropped with 50%) and noise of standard deviation 0.1. As we only use training images, this results in 60000 corrupted images for each of the two data sets. We further separate 1000 images from the 60000 to form the calibration sets. We then train the diffusion models from these corrupted images following Algorithm 4, with $S = 5000$ warm-up steps, $J = 3$ repeats of the EM procedure, and $S' = 3000$ inner steps for each repeat (the total number of training steps is thus 14000). The learning rate and the batch size are respectively fixed at $10^{-4}$ and 128.

For the regularization term, we take $\lambda = 0.2$ for MNIST and $\lambda = 0.1$ for Fashion-MNIST. The constant $\epsilon$ is set to $10^{-5}$ as before. As in Ho et al. (2020); Song et al. (2021), we note that the use of exponential moving average (EMA) can lead to better performance. Therefore, we use the EMA model for the posterior sampling step. The EMA rate is 0.995 with an update every 10 training steps. For comparison, we also train diffusion models on the original data sets with the aforementioned learning rate and batch size for 10000 steps. Finally, to examine the influence of the regularization weight $\lambda$ on the generated images, we consider a third model for MNIST trained on top of the 14000-step model with corrupted data. For this model, we perform an additional posterior sampling step and then train for another 2000 steps with $\lambda = 1$. The remaining details, including the model architecture, are the same as those for the 2D Maze experiment.
Results. In Figures 14 and 15, we show images from the original data set, from the corrupted data set, and produced by the trained models either by unconditional sampling or data reconstruction with Algorithm 2. Overall, our models manage to generate images that resemble the ones from the original data set without overly sacrificing the diversity.

Nonetheless, looking at the samples for Fashion-MNIST we clearly see that a lot of details are lost in the images generated by or reconstructed with diffusion models. In the case of training from perfect data, this can clearly be improved with various modifications to the model including change in model architecture, number of diffusion steps, and/or sampling algorithms (Karras et al., 2022). This would become more challenging in the case of training from imperfect data as the image details can be heavily deteriorated by noise or missing pixels.

On the other hand, the effect of the regularization parameter $\lambda$ can be clearly seen in the MNIST experiment from Figure 14. Larger $\lambda$ enables the model to produce digits that are more ‘connected’ but could cause other artifacts. As in any data generation task, the definition of a good model, and accordingly the appropriate choice of $\lambda$, varies according to the context.

To summarize, we believe that the proposed training procedure has a great potential to be applied in various areas, including training from noisy and incomplete image data, as demonstrated in Figures 14 and 15. However, there is still some way to go in making the algorithm being capable of producing high-quality Samples for complex data distribution.

G. Expected Reward Visualization

In Figures 16 to 21 we provide various visualizations of the bandit mean reward vectors either of the training sets or generated by the learned priors.
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Figure 16. Visualization of the mean reward vectors of the **Popular** and **Niche** problem. Rows and columns correspond to tasks and arms. The darker the color the higher the value, with white and black representing respectively 0 and 1. Diffusion models manage to learn the underlying patterns that become recognizable by humans only when the arms are grouped in a specific way.
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Figure 17. Visualization of the mean reward vectors of the Labeled Arms problem. Rows and columns correspond to tasks and arms. The darker the color the higher the value, with white and black representing respectively 0 and 1. While human eyes can barely recognize any pattern in the constructed vectors, diffusion models manage to learn the underlying patterns that become recognizable by humans only when the arms are grouped in a specific way.
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Figure 18. Mean reward vectors of the Popular and Niche problem. Rows and columns correspond to tasks and arms. For ease of visualization, the arms are reordered so that arms of the same group are put together and popular arms are on the right of the figures. The darker the color the higher the value, with white and black representing respectively 0 and 1.

Figure 19. Mean reward vectors of the Labeled Arms problem. Rows and columns correspond to tasks and arms. For ease of visualization, the arms are grouped by labels and only arms that are associated to 5 labels are shown. The darker the color the higher the value, with white and black representing respectively 0 and 1.
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(a) 50 samples from the perfect training set $\mathcal{D}_{tr}$.

(b) 50 mean reward vectors generated by the diffusion model trained on perfect data.

(c) 50 mean reward vectors generated by the 25-component GMM fitted on perfect data.

(d) 50 samples from the imperfect training set $\mathcal{D}_{tr}$. Red squares indicate missing values.

(e) 50 mean reward vectors generated by the diffusion model trained on imperfect data.

Figure 20. Mean reward vectors of the iPinYou Bidding problem. Rows and columns correspond respectively to tasks and arms. For visualization purpose, we order the tasks by the position of their optimal arm. The darker the color the higher the value, with white and black representing respectively 0 and 1.
Figure 21. The weighted grid graphs and the corresponding 2D maze representations of the 2D Maze problem. For visualization, the weights (mean rewards) are first clipped to $[-1, 0]$. Then, for the grid graphs darker the color higher the mean reward (i.e., closer to 0) while for the maze representations it is the opposite. Also note that for the maze representations only a part of the pixels correspond the the edges of the grid graphs, while the remaining pixels are filled with default colors (black or white). The red paths indicate the optimal (super-)arms.