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ABSTRACT

On-device spoken language understanding (SLU) offers the potential for significant latency savings compared to cloud-based processing, as the audio stream does not need to be transmitted to a server. We present Tiny Signal-to-interpretation (TinyS2I), an end-to-end on-device SLU approach which is focused on heavily resource-constrained devices. TinyS2I brings latency reduction without accuracy degradation, by exploiting use cases when the distribution of utterances that users speak to a device is largely heavy-tailed. The model is tailored to process on-device frequent utterances with support for dynamic contextual content, while deferring all other requests to the cloud. Compared to a powerful baseline, we demonstrate that TinyS2I achieves comparable performance, while offering latency gains due to local processing.

Index Terms— spoken language understanding, latency reduction, automatic speech recognition, on-device

1. INTRODUCTION

Traditionally, voice assistants, such as Siri, Google Assistant, and Alexa, perform SLU on the cloud by transmitting the audio stream to servers. SLU consists of two major tasks: an Automatic Speech Recognition (ASR) model that converts speech to a transcript and a Natural Language Understanding (NLU) model that converts the transcript into a machine interpretation. Recently, the adoption of voice assistants in more devices, such as smart speakers, smart phones, and tablets has motivated the development of on-device SLU systems. On-device SLU comes with the benefit of significant latency reduction and privacy, as the audio stream need not leave the users’ devices.

Several approaches exist in the literature on how to design local SLU systems. For ASR, the current trend is to replace traditional Hidden Markov Model (HMM)-based systems with end-to-end approaches [1–5]. End-to-end approaches replace the disjoint acoustic, lexicon, and language models with one fully neural architecture that is more easily compressible. However, when deployed to devices with compute and memory constraints, they still require techniques to achieve low-latency speech recognition. Several techniques have been proposed, especially for the Recurrent Neural Network Transducer (RNN-T) architecture [1] including quantizing the model weights from 32-bits to 8 or 4 bits [6–8], network sparsification [9, 10] or low rank matrix factorization [9]. Additionally, other RNN architectures, such as those based on Simple Recurrent Units (SRU) [11] and CIFG-LSTM [12] have been proposed to replace recurrent layers for on-device ASR. Other works reduce inference time for RNN-T by introducing bifocal and amortized neural architectures [13, 14]. Similarly, for NLU, significant efforts have been made to compress large models [15, 16]. The latest trend is to move to the paradigm of signal-to-interpretation (S2I) [17–23] where the ASR and NLU are fused together into a single all-neural model. This enables parameter sharing and allows to build smaller and simpler end-to-end models without performance degradation.

However, the size reduction offered by these approaches is not sufficient for devices whose memory and compute resources are so limited that they call for SLU models that are only a few megabytes (MB) in size. Furthermore, size reductions come at the cost of lower accuracy, especially on tail-utterances. An alternative approach is to leverage the specific distribution of utterances spoken to the device, and design small-footprint, low-latency SLU models that process a small targeted set of high-frequency utterances on-device. All other utterances are detected as “unsupported” by the model and sent to the cloud for processing. This design not only offers significant latency reductions for high frequency utterances, but also maintains the accuracy of the overall system. Using such a system, users will benefit from latency reductions in the most commonly used utterances, while coverage for all utterances is guaranteed by the cloud model. There are several cases of devices whose distribution is largely heavy-tailed towards a small set of utterances, motivating the design of such a system: users of smart headphones largely use their headphones to play different songs, pause a song, or move to the next/previous song. Users of smart TVs largely use their voice to start/stop a movie, pause, change the volume, etc.

We present a system which we call TinyS2I. TinyS2I is a very small footprint SLU system that works as an utterance classifier for a finite set of frequent utterances, which we call “supported utterances”. The model classifies each supported utterance to a separate class or identifies an utterance as unsupported and defers processing to the cloud. TinyS2I is able to perform full SLU (thus being an S2I model), since once the utterance is identified there is a one-to-one correspondence between the utterance and its NLU interpretation, thus fully replacing both the ASR and NLU components. A key feature of TinyS2I is that it employs a contextual model to identify dynamic content that appears in a catalog. This model is trained using a multi-modal neural metric learning approach, allowing to incorporate dynamic content such as video or song names.

We applied TinyS2I in a voice-enabled smart TV application for the English language. For our use-case, TinyS2I supports 132 command and control utterances, such as “play”, “stop”, “volume up/down”, “switch to hdmi”, “open netflix/hulu”, etc. It also supports the contextual utterance “play VideoName” where VideoName is a movie name that appears on the TV screen. These constitute the supported utterances and all other utterances are identified as unsupported and are sent to the cloud. We show that TinyS2I can pro-
access the majority of supported utterances on-device (thus improving latency by eliminating the need to transfer audio to the cloud) with high accuracy and correctly identify unsupported ones. We also show that the contextual model is able to accurately identify the dynamic content (video title from the screen), and all with a model whose disk footprint is less than 20 MB.

2. MODEL ARCHITECTURE

The TinyS2I architecture is shown in Fig. 1. It consists of two neural models: the command and control model that is responsible for classifying the utterance into one of the supported classes or deciding that an utterance is unsupported, and the contextual model that is responsible for handling the dynamic slot content, such as video names, that appear on the screen. The two models are trained independently, on far-field anonymized datasets. The input audio features are 64-dimensional Log-filter bank energies (LFBE) obtained by segmenting utterances with a window of 25 ms length and a frame rate of 10 ms. We used a left context of 3 frames, resulting in 192-dimensional input features, with a skip rate of 3 frames. The features are normalized with global mean and variance.

2.1. Command and control model

The command and control model is a neural classification model that classifies audio into a predefined set of classes. The output of the network is a vector of $M + 2$ logits, where $M$ is the number of command and control utterances (in our case 132). There are two additional classes, for the unsupported and the contextual “play VideoName” utterances.

The model consists of a recurrent encoder with three uni-directional LSTMs with 256 units and a linear feed-forward layer of 256 units. The output of the feed-forward layer is L2-normalized and constitutes the audio embedding. The text embedding network produces a text embedding for each video title from the entries of a video name catalog. In our use case the catalog consists of video names that appear on the TV screen. We trained the model using a multi-modal neural metric learning approach with the goal that when the video title in the audio and text match, the model will produce embeddings that are similar.

The audio embedding network consists of a recurrent encoder with 3 uni-directional LSTMs with 256 units and a linear feed-forward layer with 256 units. The output of the feed-forward layer is L2-normalized and constitutes the audio embedding. The text embedding network produces a text embedding for each video title on the catalog of video titles that appear on the screen. The video names are converted to wordpieces using a wordpiece model of 2.5K wordpieces. These are the input to an embedding layer that converts them to 128-dimensional representations. The embedding layer is followed by a recurrent encoder with two bi-directional LSTMs of 256 units. The output of this layer is fed to a linear feed-forward layer of 256 units. The output of the feed-forward layer is again L2-normalized.

The audio embedding network consists of 1.5M parameters while the text embedding network consists of 3M parameters. Although the text embedding network is the largest component of the TinyS2I model, this network need not be executed during inference when the user speaks an utterance to the device. Since it only uses information from a catalog (in this case the TV screen), the text embeddings can be calculated once and recalculated only when the screen updates.

For training we used 978K “play VideoName” utterances. The model was trained using the Adam optimizer and the loss function was the triplet semi-hard loss [24], which is defined as:

$$L(A, P, N) = \max \left( \|A - P\|^2 - \|A - N\|^2 + \alpha, 0 \right)$$  \hspace{1cm} (1)$$

In our case, the anchor input $A$ is the audio embedding, the positive sample input $P$ is the textual embedding for the video title that

![Fig. 1. TinyS2I architecture.](image-url)
matches the video title spoken in the audio, and \( N \) is the negative
textual embeddings (i.e., video titles that do not match the audio). For each positive pair of audio-text, we used 14 negative textual ex-
damples from video titles randomly sampled from a large movie cat-
alog. The learning rate was set to \( 10^{-3} \) and we used early stopping
with 10 epochs patience. The margin \( \alpha \) was set to 0.6, which we
experimentally found to produce good results.

3. MODEL INFERENCE

The inference is described in Algorithm 1. The output of the com-
mand and control network drives the decision of whether the utter-
ance is contextual, supported, or unsupported. In the case of a con-
textual (“play VideoName”) utterance, the Euclidean distance is cal-
culated between the audio embedding and the candidate textual em-
beddings from the video titles on the screen. Since the embeddings
are of unit length, the distance takes values in the range of \([0, 2]\).
The final video name slot is selected as the one with the minimum
distance, given that it is less than a threshold \( t_m \). If the distance is
greater than \( t_m \), then the user has spoken a “play VideoName” utter-
ance for a video title that does not appear on the screen; the utter-
ance is treated as unsupported and deferred to the cloud. If the predicted
class is not a contextual utterance, we still need to decide if it is
a supported or an unsupported utterance. The decision is based on
whether the logit for the unsupported class \( l_{ood} \) is less than a thresh-
hold \( t_{ood} \), in which case the utterance is predicted as unsupported and
the utterance class is found based on the logit with the maximum value;
otherwise the utterance is predicted as unsupported.

The threshold \( t_{ood} \) is used to control how aggressively we sacri-
fice some supported utterances by sending them to the cloud, in or-
der to minimize false positives (i.e., unsupported utterances wrongly predicted as supported). Note here that false positives are the ones
that degrade users’ experiences. When a supported utterance is rec-
ognized as unsupported, it will simply be sent to the cloud for pro-
cessing. Users will experience a higher latency but the utterance
will be handled by a powerful, more accurate cloud model. How-
ever, when an unsupported utterance is recognized as supported, the
recognition will be erroneous and a wrong action will be performed
by the device, degrading users’ experience. Thus, for this type of
system, it is important to minimize the erroneous recognition of un-
supported utterances as supported. As our experimental results in
Section 4 indicate, TinyS2I is able to achieve high True Negative
Rates (TNR), which shows that the majority of unsupported utter-
ances are correctly recognized as unsupported.

4. RESULTS AND DISCUSSION

All our experiments are performed on far-field anonymized data. We
report the relative performance improvement or degradation com-
pared to a powerful ASR model that is used as a baseline. For our
baseline, we used a hybrid DNN-HMM ASR model. The acoustic
model is a low-frame-rate model with 2-layer frequency LSTM [25]
followed by a 5-layer time LSTM trained on CTC loss, followed by
smBR loss [26]. The LM is a 4-gram model with a vocabulary of 2M
words. In our first experiment, we evaluate the command and con-
trol model on the 132 command and control utterances and on un-
supported utterances. The contextual “play VideoName” utterance is
evaluated on the subsequent experiments. We used a dataset of 22K
test examples with a balanced distribution for the 132 command and
control utterances and 26K unsupported utterances. We measure the
model’s True Positive Rate (TPR) in terms of how well the model
accepts supported utterances and processes them on-device, the ac-
curacy (computed on the true positives) of recognition of the NLU
interpretation (in the form of an intent, slot values, and slot tags),
and the TNR, that shows how well the model correctly rejects unsup-
sported utterances. For all models, the NLU interpretation is found
through a one-to-one mapping (exact match rules) between the pre-
dicted supported utterances and the intent, slot values and slot tags.
We also compare with a small on-device ASR model (Small ASR),
with a 2.4M parameter DNN acoustic model and a 3-gram LM with
a vocabulary of 3K words specifically tailored for the command and
control utterances. The disk footprint of the small ASR model is less
than 20MB, comparable to the size of TinyS2I.

The relative performance is shown in Table 1. The TinyS2I model
achieves very similar performance to the powerful baseline
system in terms of accuracy and TNR. TPR varies according to the
value of \( t_{ood} \), which is expected as this threshold affects the sup-
ported/unsupported decision (see Sec. 3). Threshold \( t_{rec} \) does not af-
fect TPR or accuracy, since this threshold is only used for contextual
utterances. It, however, slightly affects TNR in cases where an un-
supported utterance is estimated as a contextual one. Depending on
the value of \( t_{ood} \), we observe that our model correctly accepts less,
the same, or more supported utterances. As noted previously, even in
the cases where we notice degradation in TPR \( (t_{ood} = 0.001) \), this is
not detrimental for users’ experience compared to having false pos-
tives: users will not experience the latency reductions offered by
on-device processing, but the utterance will still be recognized by
the cloud. It can also be observed that our TinyS2I model outper-
forms the small ASR model, showing the benefit of an S2I approach
compared to a traditional ASR system of the same model size. In to-
tal, the model accepts the vast majority of the command and control
utterances and provides similar accuracy and TNR as the powerful
detailed

<table>
<thead>
<tr>
<th>Model</th>
<th>( t_m )</th>
<th>( t_{ood} )</th>
<th>TPR %</th>
<th>Acc. %</th>
<th>TNR %</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASR Baseline</td>
<td>N/A</td>
<td>N/A</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Small ASR</td>
<td>0.001</td>
<td>-9.42</td>
<td>0.30</td>
<td>0.36</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>-0.34</td>
<td>-0.04</td>
<td>-0.25</td>
<td></td>
</tr>
<tr>
<td>TinyS2I</td>
<td>0.01</td>
<td>1.99</td>
<td>-0.24</td>
<td>-0.71</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.001</td>
<td>-9.42</td>
<td>0.30</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>-0.34</td>
<td>-0.04</td>
<td>-0.54</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>1.99</td>
<td>-0.24</td>
<td>-0.99</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Relative performance for contextual utterances.

<table>
<thead>
<tr>
<th>Model</th>
<th>$t_m$</th>
<th>$t_{ood}$</th>
<th>TPR %</th>
<th>Acc. %</th>
<th>TNR %</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASR Baseline</td>
<td>N/A</td>
<td>N/A</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TinyS2I</td>
<td>0.001</td>
<td>-16.39</td>
<td>15.91</td>
<td>-0.58</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.005</td>
<td>-16.39</td>
<td>15.91</td>
<td>-1.62</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>-16.39</td>
<td>15.91</td>
<td>-2.42</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Relative performance for zero-shot contextual utterances.

<table>
<thead>
<tr>
<th>Model</th>
<th>$t_m$</th>
<th>$t_{ood}$</th>
<th>TPR %</th>
<th>Acc. %</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASR Baseline</td>
<td>N/A</td>
<td>N/A</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TinyS2I</td>
<td>0.6</td>
<td>0.001</td>
<td>-27.91</td>
<td>15.84</td>
</tr>
<tr>
<td></td>
<td>0.9</td>
<td>0.001</td>
<td>-18.87</td>
<td>15.51</td>
</tr>
<tr>
<td></td>
<td>1.2</td>
<td>0.001</td>
<td>-16.01</td>
<td>14.98</td>
</tr>
</tbody>
</table>

The results are shown in Table 2. There is a 14-16% degradation in TPR compared to the baseline while, as expected, TPR improves as $t_m$ increases. While this degradation seems severe, it is not detrimental as their utterance is deferred to the cloud for recognition. However, the majority of contextual utterances are still processed on-device and with improved accuracy compared to the baseline. The reason for the accuracy improvement is that the baseline does not utilize any contextual information to recognize movies, showing the benefits of using context in our model. We also observe that $t_{ood}$ does not affect the TPR or accuracy, since it only drives the supported/unsupported decision for the command and control utterances. Finally, there is some degradation in TNR which becomes more evident as the $t_m$ threshold increases.

Table 3 shows the performance on 15K contextual utterances where the video name slot has not been “seen” during training (zero-shot cases). Depending on the $t_m$ threshold, we observe higher degradation in TPR, but only a small variability in accuracy in this zero-shot test set compared to Table 2 (relative improvements remain the same compared to the baseline). This shows that our model was able to learn how to match embeddings of audio and text and generalize well even in unseen video title slots.

We also evaluated the accuracy of the contextual model on contextual utterances for different catalog sizes (i.e., different numbers of video titles that appear on the screen). Table 4 shows the accuracy in identifying the correct video title slot for different catalog sizes, for video titles that are “seen” during training (TEST1), and zero-shot video titles (TEST2). We observe only a small variability in accuracy as the size of the candidate video titles increase, achieving very good performance even when the model has to find the correct match among 200 different textual embeddings.

Since all results presented in this paper are relative to a baseline, we also provide some absolute numbers to give a perspective on the operating point of our models. Note that, in all results, the contextual model had over 95% accuracy in correctly finding the video name slot and the command and control model had over 95% accuracy in supported utterances, over 80% TPR and over 95% TNR. The results again show that the majority of supported and contextual utterances are processed on-device (offering latency reductions) and the recognition is performed accurately, while the model correctly identifies the utterances it does not support.

Finally, Figure 2 shows a visualization of the embeddings using T-SNE [27]. It shows the audio embedding for “play star wars solo story” and 100 textual embeddings from video titles that are assumed to be shown on the screen. It is noteworthy to observe how close the matched textual embedding is to the audio embedding, which validates that the model is able to produce audio-text embeddings that are similar for the same video title. It is interesting that similar textual embeddings to the audio appear close together, showing that the model was able to learn semantics between audio and text.

Table 4. Relative improvement in accuracy (%) for contextual slots for different catalog sizes.

<table>
<thead>
<tr>
<th>Model</th>
<th>Catalog size</th>
<th>TEST1</th>
<th>TEST2</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASR Baseline</td>
<td>N/A</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TinyS2I</td>
<td>15</td>
<td>15.91</td>
<td>15.84</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>15.85</td>
<td>15.64</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>15.66</td>
<td>14.97</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>15.52</td>
<td>14.34</td>
</tr>
</tbody>
</table>

5. CONCLUSION

Supporting only a limited set of frequent utterances allows us to build very small and fast models for SLU processing. We presented one such model, called TinyS2I, and showed that such a model can achieve almost the same performance as a powerful baseline ASR model which is too large to fit on the device, while outperforming small on-device ASR models designed for the same use-case. The size of the TinyS2I model is less than 20 MB, which makes it a perfect candidate for heavily resource-constrained devices in terms of compute power and memory.
6. REFERENCES


