ABSTRACT
Rogue actors employ sophisticated automation techniques to mimic human browsing/click patterns and generate invalid (i.e., fraudulent or robotic) traffic on retail marketplaces to artificially inflate their key performance metrics at the expense of their legitimate competitors. To maintain a clean and fair advertising system, it is essential to identify and mitigate ad traffic that is invalid, i.e., fraudulent or coerced or unintended, driven by bad actors and ensure that advertisers do not get charged for invalid traffic (IVT). One major challenge for advertising systems is the absence of complete ground truth fraud labels, even in limited amounts, which makes it challenging to build a single overarching model for comprehensive IVT detection. This generally results in a suite of models, each trying to identify some specific bot modus operandi. While this approach has been beneficial to offer more robust protection to advertisers by catching a variety of bots, it also piled up potentially millions of dollars of lost revenue opportunities, with each algorithm contributing incrementally to false positive detection (i.e., incorrect removal of valid traffic). Hence, we propose to build a "model over models" that learns to maintain true IVT coverage of ad fraud detection system while simultaneously lowering the cost of false positives. In this paper, we present a few variations for the new system, trained with incomplete labels that are either high quality but delayed in availability or low quality but available faster. Our proposed online algorithm combines the best of both worlds. It continuously adapts to not only reduce false positive cost by a massive 37% (owing to strong delayed labels), but also to rapidly mitigate revenue loss spikes (owing to weak fast labels) associated with occasional IVT detection system failure scenarios. To this end, we show that the online algorithm has sub-linear regret.
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1 INTRODUCTION
Sponsored Ads aka Sponsored Search aka Promoted Listings refer to performance advertising programs that enable advertisers to increase their product visibility and sales on popular e-commerce sites like eBay, Walmart, Flipkart, Amazon, Alibaba, etc. Because of the enormous revenue opportunity, Sponsored advertising is targeted by fraudsters to fulfill their pernicious motives like artificially inflating own earnings, depleting competitor budget, boosting search rankings, etc. Bad actors try to achieve these objectives by sending automated ad traffic to click on ads on sponsored advertising pages while mimicking human browsing behavior as much as possible. Invalid traffic (IVT) is defined as ad traffic that is either fraudulent or involuntary or non-human, and has no value to the advertiser. The role of Traffic Quality (TQ) is to detect and mitigate IVT, so that advertisers are charged only for traffic that is deemed to be valid by a highly precise and high coverage detection system. The goal of such a system is to maintain advertiser trust with comprehensive IVT discovery, and to simultaneously have minimal impact on the online marketplace revenue from incorrect invalidation.

Over time, invalid traffic creators have grown in the sophistication of fraud modus operandi. Continual explosion in the scale of IVT, variety of attack vectors and discovery of adversarial attack patterns prompted TQ to steadily respond to the IVT threat by building new algorithms. One major challenge for TQ in this business application is the absence of complete ground truth labels, even in limited amounts, to train complex models with supervision and to measure the true efficacy of any component algorithm. The dearth of labels has been a key inhibitor for TQ to build a single, overarching model for comprehensive IVT detection, since we are
unable to optimize any model training objective to cover for the ‘unknown and undetected’ attack vectors. Hence, over the years, TQ developed a large number of algorithms—heuristic algorithms, machine learning models, deep neural networks, Javascript based client-side telemetry and security engineering based Forensics techniques. All these algorithms were built from a customer-backwards approach with a goal to mitigate every known instance of fraud *modus operandi* and to protect genuine advertiser interests.

Presently, the full suite of TQ invalid detection algorithms comprise of a large variety—some models detect IVT at the granularity of an ad click or impression [8], while other models generate lists of robotic (invalid) entities driving the IVT, like bot user accounts, devices, User Agents and IPs [1]. There is another important angle of variation among the several TQ system algorithms; some algorithms publish invalidation decisions in real-time (<5 milliseconds latency), while many others publish decisions offline ranging from several hours to several days of delay. Whenever any one TQ algorithm marks an ad event (click/impression) as invalid, the event is invalidated and dropped from advertiser budgeting and billing to err on the side of caution. Following the mushrooming of production algorithms for IVT detection, it is hard for TQ to continuously administer all underlying algorithms for optimal performance in the light of the perennially evolving valid and invalid ad traffic patterns. Moreover, each new algorithm deployed in production adds to the detection system’s false positive rate (FPR) and revenue loss due to incorrect advertiser charge-back of human ad traffic. These FPR costs, however small in magnitude for one single algorithm, when aggregated over the entire TQ system, bloat up the size of lost revenue opportunity on the sponsored ads programs.

### 1.1 Need to rectify system decisions

As a consequence of the recurring addition of independent algorithms with so many varied flavors, TQ system has reached a point of diminishing returns with respect to the older generation algorithms. Many TQ algorithms have become less effective incrementally, given that newer generation models are more powerful and can often replicate the majority of detection by the more primitive algorithm. However, it is rarely the situation that any of the legacy algorithms have become entirely (or near 100%) redundant in regards to novel IVT pattern discovery. Deprecating any such legacy algorithm would evidently take a positive step toward lost revenue recovery, but this action will be in direct conflict with the TQ tenet to place advertiser customer interests first. As a solution to this significant missed revenue opportunity, we are proposing a single machine learning (ML) system that combines decisions from component TQ algorithms and predicts whether or not to invalidate the ad traffic event. Obviously, the simplest “model” to increase confidence (i.e., decrease FPR) in marked invalids is the naive voting mechanism to invalidate an event only if \( n(>2) \) algorithms have concurred the event as invalid. However, this simple rule drastically worsens the IVT capture rate, making it infeasible to apply in production without the risk of increasing advertiser exposure to IVT.

Current TQ system invalidates an ad event even if a single algorithm flags it as invalid, since greater importance is placed on advertiser protection from IVT than recouping lost revenue due to invalidation FPR. In this paper, we present a modeling framework that functions as a “model over models” (model over binary model decisions to be more precise) to shift to a more well-informed process in making the correct ad click and impression validation decisions. This framework (aka decision layer) has the sole aim to reduce overall system FPR, given a strict constraint that true IVT detection rate should not drop significantly. We describe further some of the unique and additional burden of challenges accompanying the overall FPR reduction objective. As desired, our decision layer system needs to adapt quickly and dynamically to incoming traffic and IVT trends. Algorithms occasionally misbehave due to any one (or more) among an abundance of known issues like upstream data corruption, faulty deployments, traffic shift due to sale events, bad model configuration etc. During these instances of a large scale TQ system failure where a single or a few algorithms go rogue, the decision layer is required to mitigate the resulting abnormally high FPR spikes within a short time period. In order to train the decision layer model to rectify wrong TQ decisions, we wish to train a supervised model with strong human indicators (incomplete labels covering a very small but confident subset of human/good traffic). However, our best choice of confident human labels are available with a long delay (2 days), which is too slow to react to sudden spikes in FPR cost during a system failure scenario. To solve this problem, we propose an online algorithm in this paper that learns from delayed strong labels (to achieve high precision) and also updates model parameters using much faster but weak labels. These weak labels are less precise but directionally accurate to capture the ongoing trend. Our proposed algorithm combines three ideas from the literature, viz., ensemble learning, online convex optimization and mitigation of the effect of label noise induced by the weak labels and demonstrates that it can drastically reduce the FPR in both normal and system failure scenarios without materially deteriorating true IVT detection.

Section 2 discusses previous work on key ideas used in the paper. The algorithm and some of its properties are presented in Section 3, followed by performance comparison of the algorithm against other baselines in Section 4. Finally, we conclude and discuss future directions in Section 5.

### 2 RELATED WORK

This paper incorporates three key ingredients, viz., ensemble learning, online convex optimization and mitigation of the effect of label noise. We review prior work on these ideas in this section.

Ensemble models can be broadly categorized into decision fusion strategies, bagging, boosting and stacking. Fusion strategies, such as unweighted model averaging and majority voting work well when the expert algorithms are comparable [15, 28, 31]. However, these strategies lead to sub-optimal performance as they are biased learners [17]. Stacking, often referred to as *model blending*, is a meta-learning technique to consolidate the output of expert algorithms [32]. Unlike bagging [6], in stacking the models are different (e.g. not all decision trees) and fit on the same data set instead of on random samples of the training data set. Likewise, unlike boosting [10, 11], in stacking a single model learns how to best combine the predictions from contributing models, instead of a sequence of models that correct prior model predictions. As our interest is in
simply combining the expert algorithms, stacking is a natural fit for our setting. A detailed study on recent advances in ensemble methods can be found in [9, 12, 24, 33].

Online convex programming was introduced first by Zinkevich [35] and the worst case regret analysis was first proposed by Gordon [13]. Kalai and Vempala [19] proposed the ‘Follow the Leader’ approach and showed that it leads to doing nearly as well as the best single decision in hindsight. Logarithmic regret algorithms for online convex optimization were first introduced and analysed in Hazan [14]. It was the seminal paper by Shalev-Shwartz and Singer [26] that put forth the primal-dual perspective of the online learning algorithm and introduced a general framework for the design and analysis of online algorithms.

It is well-known that deep neural networks when trained with noisy labels results in poor generalizability [3, 20, 34]. Unfortunately, popular regularization techniques, such as data augmentation [27], Dropout [30], Batch Normalization [16] and weight decay [21] cannot overcome this overfitting problem. Song et al. [29] provided a detailed survey on learning from noisy labels, where the methods are categorized into five buckets: Robust architecture, robust loss function, loss adjustment, sample selection and robust regularization. Menon et al. [23] proposed one such robust regularization technique in which a variant of standard gradient clipping reduces the label noise, which is one of the crucial components of our algorithm.

3 ALGORITHM OVERVIEW

In this section we briefly describe the Online Convex Optimization (OCO) setting, and subsequently propose our algorithm, Online clipped gradient descent using weak and strong labels.

3.1 Online convex optimization

Online Convex Optimization (OCO) can be thought of as a two player game between an adversary and a learner. Let \( T \) denote the total number of game iterations. At each iteration \( t \in \{1, \ldots, T\} \), the learner chooses a point \( w_t \) from a convex set \( \mathcal{K} \). After the learner commits to this choice, a convex loss function, \( l_t \in L : \mathcal{K} \rightarrow \mathbb{R} \) is revealed, where \( L \) is the space of loss function and \( \mathbb{R} \) is the real line.

Let \( \mathcal{A} \) be an algorithm for OCO, that maps the history up to time \( t \) to decide the decision point:

\[
w_t^\mathcal{A} = \mathcal{A}(l_1, l_2, \ldots, l_{t-1}) \in \mathcal{K}.
\]

The adversary enjoys an undue advantage of choosing an arbitrary set of loss functions \( \{l_t\}_{t=1}^{T} \). However, the best algorithm is defined as choosing the best point in hindsight, \( w \in \mathcal{K} \), fixed across all iterations [13]. Hence, we define the regret of algorithm \( \mathcal{A} \) after \( T \) iterations as:

\[
\text{Regret}_{\mathcal{A}}(T) = \sup_{\{l_1, \ldots, l_T\} \subseteq L} \left\{ \sum_{t=1}^{T} l_t(w^\mathcal{A}) - \min_{w \in \mathcal{K}} \sum_{t=1}^{T} l_t(w) \right\}
\]

3.2 Online clipped gradient descent using weak and strong labels

Online marketplaces log a host of critical and non-critical features associated with every ad click. Non-critical features include device type, page type, logged-in/non-logged-in status, customer membership status (Amazon Prime, Flipkart Plus) etc. Critical features are defined as the expert algorithm decisions on a binary scale. Next, we provide a primer on the labeling strategy for model training. We selected two candidate signals for the target variable. First, we use the retail orders on the marketplace to construct a binary label, wherein a session that placed the order and all its clicks in the corresponding order hour are marked as human. This data is generally available in near-real time. However, an order is not always an indisputable indicator of a human session, since the order can get canceled later on due to non-payment, could have been placed by the human part of a compromised account, etc. Henceforth, we refer to this low confidence human label as the noisy or weak label. The second labeling option is related to ad-attributed purchases, where the purchased product from the marketplace match the product category, brand etc. of the clicked ad. This signal is clearly more reliable but is available with a delay of more than a day. We refer to this signal as the clean or strong label hereon.

We propose a game play between the adversary and the learner, where the learner’s action is to set the model weights at the start of every iteration. We start by initializing weights from some offline model. These model weights are updated twice every hour, once using the weak labels and once using the strong labels. Thus, the algorithm completes two game iterations every hour.

3.3 Theoretical results on regret bounds

We define \( ||x|| = \sqrt{x \cdot x} \) and \( D(x, y) = ||x - y|| \). All norms are \( l^2 \)-norms unless specified otherwise. We define the projection \( P(y) = \arg\min_{x \in \mathcal{K}} d(x, y) \). We have \( d_c \) number of critical, \( d_{nc} \) number of non-critical features and \( d \) number of total features, thus, \( d = d_c + d_{nc} \) holds trivially. From a feature vector \( \phi(x) \) (resp. model weight vector \( w \)), we extract its critical and non-critical subvectors as \( \phi(x)_c \) (resp. \( w_c \)) and \( \phi(x)_{nc} \) (resp. \( w_{nc} \)).

For the target variable \( y \in \{+1, -1\} \), the logistic loss can be defined as \( g(w) = -\log(u) \), where \( u = \sigma(y \cdot w^T \phi(x)) \), the probability of the class corresponding to the label \( y \). Here, \( \sigma \) is the sigmoid link function. As \( \sigma' = \sigma(1 - \sigma) \), we get \( \nabla g(w) = (-1)u \times x + (1 - u) \times y \cdot \phi(x) \), where all quantities except the feature vector \( \phi(x) \) are real numbers and \( \phi(x) \in \mathbb{R}^d \).

As a first step towards defining the algorithm, we propose the loss function as \( l_t(w) = \langle w, z_t \rangle \), which is linear in \( w \) and hence a convex function. We define \( z_t \) for a single data point below, which can be averaged over all points in the batch to compute \( z_t \) for a batch. When clean labels are used, we define \( z_t = \nabla g_t(w_t) = (1 - u_t) y_t \cdot \phi(x_t) \), i.e., the gradient of the logistic loss function at time \( t \), evaluated using the model weight vector at time \( t \). When noisy labels are used, we define \( z_t = \Phi \circ \Psi(w_t, K) = \Phi(-((1/\lVert u \rVert \& K) \times u_t) \times (1 - u_t) \times y_t \cdot \phi(x_t)) \), using a positive clipping constant \( K \). Here, \( (a \& b) = \min(a, b) \) for \( a, b \in \mathbb{R} \) and function \( \Psi(w, K) \) computes the gradient of the partial Huberised loss at \( w_t \) by clipping only the first term in the gradient of the logistic loss function leaving the remaining terms untouched as mentioned in [23] \(^1\). Further, map \( \Phi \) sets the vector components corresponding to the non-critical features as zero.

---

\(^1\)Partial Huberised loss is not convex. We fix \( z_t \) as its gradient evaluated at \( w_t \) and define a convex loss function \( l_t \), which is revealed after learner fixes the action \( w_t \).
Lemma 1. For the loss function \( l_t(w) = \langle w, z_t \rangle \) defined on \( w \in \mathcal{K} \), the following hold:

1. \( \| z_t \| \leq K \sqrt{d} \) for \( t \).
2. Function \( l_t \) is Lipschitz continuous with Lipschitz constant \( K \sqrt{d} \) for \( t \).

Proof. For the clean label as target, \( z = \nabla g(w) = (1-u)y \cdot \phi(x) \). Hence, \( \| z \|_{\infty} \leq 1 \) as all features are binary. Using the inequality, \( \| z \|_2 \leq \| z \|_{\infty} \), we get \( \| z \| \leq K \sqrt{d} \). For the noisy labels as the target, \( z = \Phi - (y / \eta K) \times u \times (1-u) \cdot \phi(x) \). As \( \| z \|_{\infty} \leq K \), we get \( \| z \| \leq K \sqrt{d} \).

We observe that \( l_t(w) \) is differentiable for all \( w \in \mathcal{K} \) as it is linear in \( w \). Note that \( \nabla l_t(w) = z_t \) and \( \| z_t \| \leq K \sqrt{d} \) for \( t \). Also, the \( l^2 \)-norm is the dual norm of itself. Thus, \( l_t \) is Lipschitz with respect to the \( l^2 \)-norm (the norm in the primal space) as the norm of its gradient in the dual space (also the \( l^2 \)-norm) is bounded.

As a second step towards building the algorithm, we propose a regularizer and highlight some of its properties.

Lemma 2. For positive real numbers \( \eta_c \) and \( \eta_{nc} \), with \( \eta_c > \eta_{nc} \), we define the regularizer, \( R(w) = \frac{\eta_c}{2} \| w_c \|^2 + \frac{\eta_{nc}}{2} \| w_{nc} \|^2 \) for \( w \in \mathbb{R}^d \); the following hold:

1. \( R \) is strongly convex with parameter \( 1/\eta_c \).
2. \( R \) is a Legendre function.
3. The associated Fenchel dual \( R^* : \{ R(w) : w \in \mathbb{R}^d \} \rightarrow \mathbb{R} \) is:
   \[
   R^*(x) = \frac{\eta_c}{2} \| x_c \|^2 + \frac{\eta_{nc}}{2} \| x_{nc} \|^2
   \]
4. The Bregman Divergence associated with the Legendre function \( R \) is:
   \[
   D_R(x, y) = \frac{1}{2\eta_c} \| x - y \|^2 + \frac{1}{2\eta_{nc}} \| x_{nc} - y_{nc} \|^2 \quad \text{for } x, y \in \mathbb{R}^d
   \]
5. The Bregman Divergence associated with the Fenchel dual \( R^* \) is:
   \[
   D_{R^*}(x, y) = \frac{\eta_c}{2} \| x - y \|^2 + \frac{\eta_{nc}}{2} \| x_{nc} - y_{nc} \|^2 \quad \text{for } x, y \in \mathbb{R}^d
   \]

Proof. Any function \( f \) is \( \eta \)-strongly convex if and only if \( \nabla^2 f(x) \geq \eta I \) for all \( x \in \text{dom } f \) [5, page 11]. Here, \( \nabla^2 f(x) = \eta I \) is positive semi-definite if all eigenvalues of \( \nabla^2 f(x) \) are at least \( \eta \) for all \( x \). The hessian of \( R \) is a diagonal matrix with \( 1/\eta_c \) at positions corresponding to the critical features and with \( 1/\eta_{nc} \) at positions corresponding to non-critical features. Thus, the minimum eigenvalue of the hessian of \( R \) is \( 1/\eta_c \) (as \( \eta_c > \eta_{nc} \)) and \( R \) is strongly convex with parameter \( 1/\eta_c \).

For any arbitrary sequence \( \{ x_t \} \in B \), with \( x_t \xrightarrow{t \rightarrow 0} \partial B \), note that \( \| R(x_t) \| \xrightarrow{t \rightarrow 0} \infty \) for \( B = \mathbb{R}^d \). Also, as \( R \) is a continuous function, its domain \( \mathbb{R}^d \) is convex, \( \nabla R \) is continuous and \( R \) is strictly convex, its a Legendre function.

3. By the definition of the Fenchel dual [4, Definition 12.1.]
   \[
   R^*(x) = \max_{w \in \mathbb{R}^d} \langle w, x \rangle - R(w)
   = \max_{w_c \in \mathbb{K}_c, w_{nc} \in \mathbb{R}^d} w^T x_c - \frac{1}{2\eta_c} w_c^T w_c + w^T_{nc} x_{nc} - \frac{1}{2\eta_{nc}} w^T_{nc} w_{nc}
   \]

The equation achieves its maximum at \( w_c = \eta_c x_c \) and \( w_{nc} = \eta_{nc} x_{nc} \).

By substituting them back, we get the desired result.

4. By the definition of Bregman Divergence [4, Definition 8.2.]
   \[
   D_R(x, y) = R(x) - R(y) - \nabla R(y)^T (x - y)
   = \frac{1}{2\eta_c} x_c^T x_c - \frac{1}{2\eta_{nc}} x_{nc}^T x_{nc} - \frac{1}{2\eta_c} y_c^T y_c + \frac{1}{2\eta_{nc}} y_{nc}^T y_{nc}
   \]

5. Similar as above.

Finally, we present the algorithm, Online clipped gradient descent using weak and strong labels, which, at time \( t \), simply chooses the action that greedily minimizes the total loss observed up to time \( t \) by virtue of “Follow the Regularized Leader” [22].

Lemma 3. Starting with arbitrary \( w_0 \), iterates at any time \( t > 0 \) for the algorithm are driven by the recursive equation

\[
\begin{align*}
\tilde{w}_t &= \arg \min_{w \in \mathbb{K}} \sum_{s=1}^{t-1} l_s(w) + R(w) \\
&= \arg \max_{w \in \mathbb{K}} \left( -\sum_{s=1}^{t-1} z_s, w \right) + R(w) \\
&= h(\theta_t)
\end{align*}
\]

Here, \( \theta_t = -\sum_{s=1}^{t-1} z_s \) and \( h(\theta) = \arg \min_{w \in \mathbb{K}} (-\theta, w) + R(w) \). We define \( \tilde{w}_t = \arg \min_{w \in \mathbb{R}^d} (-\theta, w) + R(w) \), the unconstrained minimizer of the total loss observed so far, then \( \theta_t = h(\theta_t) = P(\tilde{w}_t) \), where \( P \) is the projection function defined as \( P(y) = \arg \min_{w \in \mathbb{K}} D(x, y) \) for the Bregman divergence associated with \( R \) as the distance metric [4, Lemma 8.13]. Thus, the projection lemma suggests to first find the unconstrained minimizer of the total loss observed so far and then project it to the convex set \( \mathbb{K} \). As \( \tilde{w}_t \) is defined as the unconstrained minimizer of a convex loss function, its gradient evaluated at \( \tilde{w}_t \) should be zero. Hence, \( \nabla((-\theta_t, w) + R(w)|_{\tilde{w}_t} = 0 \).

Thus, \( \tilde{w}_t = (\nabla R)^{-1}(\theta_t) = \nabla R^*(\theta_t) \) [4, Proposition 12.3]. Hence,

\[
\begin{align*}
\theta_t &= h(\theta_t) = P(\tilde{w}_t) \\
&= P(\nabla R^*(\theta_t)) \\
&= P(\nabla R^*(\theta_{t-1} - z_{t-1})) \\
&= P(\nabla R^*(\nabla R(\tilde{w}_{t-1}) - z_{t-1}))
\end{align*}
\]

This recursive equation results in a lazy version of the algorithm. As described in Zinkevich [35], we replace \( \tilde{w}_{t-1} \) with \( \tilde{w}_{t-1} \) to get the active version of the algorithm. The geometric interpretation of the recursive equation is given in Figure 1. Here, the model weights, \( \tilde{w}_t \), are iterates in the primal space \( \mathbb{K} \), whereas \( \theta_t \) are the iterates in the dual space \( \mathbb{R}^d \). Note that the gradient descent procedure takes place in the dual space. At the start of an iteration, we project the model weights from the primal space to the dual space.
space ($\theta_{t-1} = \nabla R(w_{t-1})$) and then perform the gradient descent ($\theta_t = \theta_{t-1} - z_{t-1}$) in the dual space. Next, the dual iterates are transferred back to the primal space ($\tilde{w}_t = \nabla R'(\theta_t)$) and then projected to the convex set $\mathcal{K}(w_t = P(\tilde{w}_t))$.

Figure 1: Graphical representation of the algorithm

It is easy to see this recursive equation results in Algorithm 1 for our choice of regularizer. Notice that the learning rates for the critical and non-critical parameter updates turn out to be the corresponding inverses of the regularizer parameters. Next, we state an upper bound on the regret of the algorithm in Theorem 1.

**Theorem 1.** For $\max_{u \in \mathcal{K}} ||u|| \leq r$, positive clipping constant $K$, and $d$ number of features, an upper bound on the regret of the algorithm is:

$$\text{Regret}(T) \leq 4rK \sqrt{dT}.$$  

Proof. As per [4, Lemma 9.5], for convex loss functions, $\{l_t\}_{t=1}^{T}$ defined over a convex set $\mathcal{K}$, and a Legendre function $R$ defined over $\mathbb{R}^d$ as the regularizer, and $\forall u \in \mathcal{K}$,

$$\sum_{t=1}^{T} \langle w_t - u, z_t \rangle \leq D_R(u, w_1) - D_R(u, w_{T+1}) + \sum_{t=1}^{T} D_R(w_t, \tilde{w}_{t+1}).$$

where $D_R$ is defined in Lemma 2. Thus, $\text{Regret}(T)$

$$\leq \max_{u \in \mathcal{K}} \left( D_R(u, w_1) - D_R(u, w_{T+1}) + \sum_{t=1}^{T} D_R(w_t, \tilde{w}_{t+1}) \right)$$

$$\leq \max_{u \in \mathcal{K}} \left( D_R(u, w_1) + \sum_{t=1}^{T} D_R(w_t, \tilde{w}_{t+1}) \right)$$

$$= \max_{u \in \mathcal{K}} \left( \frac{1}{2\eta_c} ||u_c - w_{1c}||^2 + \frac{1}{2\eta_{nc}} ||u_{nc} - w_{1nc}||^2 \right.$$

$$+ \frac{1}{2\eta_{nc}} ||w_{1nc} - z_{1nc}||^2 + \left. \sum_{t=1}^{T} \frac{\eta_c}{2} ||z_{tc}||^2 + \sum_{t=1}^{T} \frac{\eta_{nc}}{2} ||z_{tnc}||^2 \right)$$

$$\leq 2r^2 \eta_c + 2r^2 \eta_{nc} + \frac{k^2 dT}{\eta_c} + \frac{k^2 dT}{\eta_{nc}}$$

$$\leq 4rK \sqrt{dT}$$

Here, $D_R(w_t, \tilde{w}_{t+1}) = D_R^p(\nabla R(\tilde{w}_{t+1}), \nabla R(w_t))$ [7, Lemma 5.1], $D_R(\cdot, \cdot) \geq 0$, $\theta_{t+1} = \theta_t - z_t$ with $\theta_t = \nabla R(\tilde{w}_t)$, $||a - b|| \leq 2 \times \max(||a||, ||b||)$, $\max_{u \in \mathcal{K}} ||u|| \leq r$, $||z_t|| \leq K \sqrt{d}$ [Lemma 1], and used $\eta_c$ and $\eta_{nc}$ that maximises the expression.

Upper bound on the regret of the online mirror descent (OMD) algorithm (for the online version of the stacking algorithm with one game iteration each day) is $2r \sqrt{dT}$ as the gradients are bounded by $\sqrt{d}$ [18, 25]. Thus, the proposed algorithm pays the price for clipping the gradients as well as for updating the critical and non-critical parameters using separate learning rates. We again emphasize the main result of the paper that the regret of the proposed algorithm is $O(\sqrt{T})$, which is the same as OMD.

4 RESULTS

4.1 Model performance metrics

We judge model performance on the basis of a few key business metrics. These metrics include (a) a proxy measure of false positive rate (FPR) that measures algorithm precision in catching bot traffic, and (b) robotic recall on a highly confident set of invalid ad clicks. We use two extremely precise robotic signals designed for general algorithm evaluation, using highly confident rules for invalid label assignment to a small portion of ad traffic. All ad clicks from a session having a large number of clicks in a single hour (robot signal $R_1$), or from an IP with a large click count in a week and extremely low purchase rate (robot signal $R_2$) are invalid with extremely high confidence. High coverage on these robot signals provides confidence on directionally positive progress made by the system in improving the recall of IVT detection.

To combine the expert algorithm decisions, the first step is to train a stacking logistic regression model using the strong labels [32]. This model is trained daily once on a period of $N$ (chosen according to business objectives) consecutive days of digital advertising data from the sponsored advertising program of a major online retailer. We also trained a stacking logistic regression model on the same $N$ days of advertising data from the same ad program using the weak labels. We compare our algorithm (referred to as the online algorithm, which, at time $t$, simply chooses the model weights that greedily minimizes the total loss observed up to time $t$) with these baselines on metrics defined above, along with an additional baseline, where the online algorithm is trained using only weak labels.

We compare the results for two periods: a normal period and a spike period where FPR of one of the expert algorithms suddenly increased because of a faulty model promotion in production. The results are shown in the Table 1 and Table 2 respectively. All metrics are relative to the production system. An algorithm having higher drop on FPR without significant drop on recall on $R_1$ and $R_2$ is preferred.

As expected, the stacking model trained using weak labels show inferior performance compared to the stacking model trained using the strong labels on both time periods. Weak labels lead to low FPR reduction (lower precision) and high drop on recall on robotic signals. The online algorithm trained using only weak labels has the highest FPR drop among all algorithms during the normal period. Nevertheless, it has significantly less FPR decrease during
the spike period, providing strong motivation to update weights using both strong and weak labels. The proposed algorithm significantly reduces TQ system FPR (37% during the normal period and 51% during the spike period), by rectifying incorrect invalidation decisions without compromising recall on robotic signals. It also reduces 9% more FPR during the normal period and 20% more FPR during the spike period compared to the stacking model trained using the strong labels at similar recall on robotic signals.

Table 1: %Change in metrics over existing system for normal period

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>FPR</th>
<th>Recall on R1</th>
<th>Recall on R2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stacking (strong labels)</td>
<td>-31.5%</td>
<td>-1.1%</td>
<td>-0.6%</td>
</tr>
<tr>
<td>Stacking (weak labels)</td>
<td>-25.3%</td>
<td>-4.1%</td>
<td>-1.1%</td>
</tr>
<tr>
<td>Online (weak labels)</td>
<td>-37.2%</td>
<td>-0.9%</td>
<td>-1.1%</td>
</tr>
<tr>
<td>Proposed Algorithm</td>
<td>-36.6%</td>
<td>-0.9%</td>
<td>-1.1%</td>
</tr>
</tbody>
</table>

Table 2: %Change in metrics over existing system for spike period

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>FPR</th>
<th>Recall on R1</th>
<th>Recall on R2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stacking (strong labels)</td>
<td>-38.8%</td>
<td>-1.6%</td>
<td>-0.8%</td>
</tr>
<tr>
<td>Stacking (weak labels)</td>
<td>-22.1%</td>
<td>-1.9%</td>
<td>-0.7%</td>
</tr>
<tr>
<td>Online (weak labels)</td>
<td>-40.1%</td>
<td>-0.9%</td>
<td>-1.1%</td>
</tr>
<tr>
<td>Proposed Algorithm</td>
<td>-50.8%</td>
<td>-0.7%</td>
<td>-1.4%</td>
</tr>
</tbody>
</table>

We present ablation studies for the choices of the clipping constant $K$ in Table 3 and Table 4. We observe that no single value of the clipping constant performs best on all metrics. Also, FPR reduction is significantly less for the unclipped version ($K = \infty$) signifying the importance of clipping the gradients while updating the weights using the weak labels. We observe that the algorithm with clipping constant as 5 is performs reasonably in reducing the overall FPR of the system without compromising recall on robotic coverage, and is thus our recommendation.

5 CONCLUSION AND FUTURE WORK

In this work, we compare a series of models trained using strong and weak labels to combine decisions of expert algorithms, achieving a large step function reduction in false positives without compromising on IVT detection recall. Our proposed online algorithm reduces system FPR up to a mammoth 37%. It has the same regret $O(\sqrt{t})$ as OMD, and is generic enough to be applied to scenarios with multiple labels of varied quality. We believe that future experiments on separate learning rates for weak and strong labels will help to further boost performance. We would also like to explore two-temperature logistic regression based on Tsallis divergence to update model weights using weak labels [2].
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