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ABSTRACT
Audio-visual data allows us to leverage different modalities for downstream tasks. The idea being individual streams can complement each other in the given task, thereby resulting in a model with improved performance. In this work, we present our experimental results on action recognition and video summarization tasks. The proposed modeling approach builds upon the recent advances in contrastive loss based audio-visual representation learning. Temporally cognizant audio-visual discrimination is achieved in a Transformer model by learning with a masked feature reconstruction loss over a fixed time window in addition to learning via contrastive loss. Overall, our results indicate that the addition of temporal information significantly improved the performance of the contrastive loss based framework. We achieve an action classification accuracy of 66.2% versus the next best baseline at 64.7% on the HMDB dataset. For video summarization, we attain an F1 score of 43.5 verses 42.2 on the SumMe dataset.
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1. INTRODUCTION
Large volume of multimodal data is generated everyday in several forms such as videos, texts, audios, sensor streams and many more. Multiple modalities in the data can be processed individually, or combined for downstream tasks. Any improvement in performance based on multimodal input is a function of the available signals and downstream tasks. For example, utilizing both the speech and facial expressions [1] in a video can give information about the emotions being conveyed by a speaker. The success of multimodality for emotion tracking is due to integration of audio-visual cues that are beneficial in tracking valence and arousal states [2]. The aim of this work is to produce such useful multimodal representations. While the focus of this work is in combining audio-visual information, it can also be used for combining other modalities such as speech, text and video.

The proposed temporally cognizant audio-visual representation learning approach uses contrastive learning along with Transformer based masked reconstructions. Temporal cognizance is important for scenarios where the knowledge of context is valuable (such as speech, action events and many more). Therefore, these representations of a video snippet need to not only encode information from the visual and audio modalities of the snippet but also incorporate the influence from any past and future snippets from the same video. The contrastive loss focuses on the synchronization and similarity between the audio and visual representations. On the other hand, the Transformer based masked reconstruction helps to incorporate the temporal relationships between snippets from the same video. The framework is an offline model with access to the whole video during training. The performance of the learned representations is evaluated on publicly available benchmarks for action recognition and video summarization.

2. RELATED WORK
A large number of works have explored audio-visual representations through the contrastive training [3] of their models. For example, Arandjelovic and Zisserman [4] and Arandjelovic et al. [5] learn models to determine if the audio and visual feeds correspond to each other. Owens and Efros [6] use a self-supervised approach to learn a model that can determine whether a given pair of audio and visuals are synchronized. Alayrac et al. [7] and Akbari et al. [8] use not just audio and visuals, but also text while incorporating contrastive loss to learn representations for multiple modalities. In addition to this, Cheng et al. [9] utilize cross-modal attention to determine the synchronization between audio and visuals. Morgado et al. [10] utilize cross-modal instance discrimination along with cross modal agreement to train their audio-visual model in a contrastive manner. They employ multiple self-supervised tasks such as reconstruction, prediction, temporal ordering and multimodal alignment. An evolutionary algorithm is used to find the optimum combination of these tasks. They use audio, RGB based visuals and optical flow as the three modalities to train their framework. These approaches demonstrate the benefits of contrastive training for audio-visual representation learning.

There are, however, other approaches that do not directly use contrastive loss based training. Alwassel et al. [12] learn
an audio-visual representations through self-supervised cross-modal audio-visual clustering. They use visual and audio encoders to produce representations. These representations are clustered to produce pseudo labels. Their procedure alternates between clustering and training using these pseudo labels. Aytar et al. [13] on the other hand use a teacher-student framework. The teacher is a pretrained network that is capable of extracting probabilities from visual images. The student network operates on audio and produces another probability distribution. The aim is to reduce the KL divergence between the distributions produced by the teacher and the student networks.

2.1. Our Contributions

Contrastive loss based audio-visual feature learning and sequence to sequence networks such as RNNs and Transformers have seen application in multimodal setups, especially those involving images and text [10, 7, 5, 14, 6, 4]. However, an end-to-end system that is a combination of contrastive loss based audio-visual synchronization framework that feeds into a sequence-to-sequence model has not been extensively explored. Specifically, the proposed architecture is capable of producing joint representations that are learned directly as part of the training instead of concatenating or averaging of the features from the audio and visual arms [5]. Such training encourages the learned representations to not only extract information specific to the modalities but also any knowledge that arises due to the presence of both the modalities in the data source. In addition to this, the temporal knowledge that arises due to the visual and auditory continuity in videos is also absorbed into the network. The added benefit of this temporal cognizance via masked reconstruction is demonstrated through the performance of the learned model on downstream tasks of action recognition and video summarization as shown in Section 6.

3. DETAILED APPROACH

Morgado et al. [10] (AVID-CMA) propose an approach for learning representations using a contrastive loss. In their approach, the similarity is calculated based on cross-modal comparisons. In addition to this, the sampling of positive samples also takes into account video segments that are semantically related. They claim that two segments have high semantic similarity when both the visuals and audios of the two segments have high similarities. Their work is state of the art for producing visual and audio representations through contrastive learning.

Our approach is a Transformer based encoder on top of the audio and visual branches learned using the AVID-CMA procedure. The architecture can be described as shown in Figure 1. Since the self attention layer ranges over the entire input signal, the resulting embedding of a given video snippet incorporates the influence from both past and future snippets in the video. The outputs from these branches are fed into a projection block that combines these outputs from different modalities into a single joint representation. These joint representations are further combined with a clip index based positional encoding. The resultant representations are the input to the Transformer based encoder that is trained using the masked language modeling (MLM) procedure [15]. Therefore, the learned representations of random video snippets are masked at the input to the Transformer. The corresponding output is then passed through splitting layers to reconstruct the visual and audio features.

The framework is trained using two losses: 1) The noise contrastive estimation (NCE) [16] based loss used in AVID-CMA [10] (described in equation 3) and 2) a reconstruction error (equation 4) between the outputs from the audio and visual branches for the masked time step and their corresponding split reconstructions (produced from the Transformer encoder output). Let \( v_i \) and \( a_i \) be the representations produced by the network for the visual and audio modalities of video snippet \( i \in S \), where \( S \) is the set of all snippets in all videos. These losses are therefore defined as follows:

\[
L_{\text{AVID}}(v_i, a_i) = L_{\text{NCE}}(v_i; \hat{a}_i, \mathcal{N}_i) + L_{\text{NCE}}(a_i; \hat{v}_i, \mathcal{N}_i) \quad (1)
\]

\[
L_M(v_i, a_i) = \sum_{p \in \mathcal{P}_i} L_{\text{NCE}}(v_i; \hat{v}_p, \mathcal{N}_i) + L_{\text{NCE}}(a_i; \hat{a}_p, \mathcal{N}_i) \quad (2)
\]

\[
L_{\text{AVID-CMA}} = L_{\text{AVID}} + \lambda L_M \quad (3)
\]

\[
L_{\text{rec}} = \frac{1}{|\Gamma|} \sum_{t \in \Gamma} ||\hat{v}_t - v_t||_2 + ||\hat{a}_t - a_t||_2 \quad (4)
\]

Here \( L_{\text{NCE}} \) is the noise contrastive estimation based loss [10]. \( \hat{a}_i \) is a moving average of the features \( a_i \) of the audio modality in snippet \( i \). \( \hat{v}_i \) is defined in a similar manner for visual features. \( \mathcal{N}_i \) is the set of negative samples corresponding to snippet \( i \) and \( \mathcal{P}_i \) is the set of positive samples (including semantically similar samples) for snippet \( i \). \( F_i \) is the joint multimodal representation of the snippet at time step \( t \). Therefore, \( F_1 \) to \( F_T \) are the audio-visual representations of snippets from a video that has \( T \) time steps. The reconstructed outputs \( \hat{v}_t \) and \( \hat{a}_t \) are compared with the corresponding outputs from the visual and audio branches to produce \( L_{\text{rec}} \). \( \Gamma \) is the set of time steps in the Transformer encoder input that have been masked and \( \lambda > 0 \) is the weight of \( L_M \).

During training, every alternate epoch uses the same type of loss. Therefore, in the first epoch \( L_{\text{rec}} \) is used for training followed by \( L_{\text{AVID-CMA}} \) in the next epoch and so on. This procedure allows for course correction during training without the need for balancing both the same losses at the same time. \( L_{\text{rec}} \)
Fig. 1. The overall architecture of the end-to-end training framework. The visual and audio feeds are passed through their respective branches before being merged into a joint representation. This combined representation is used as input to a Transformer-based encoder. Some of the representations (randomly selected) from the video are masked before being fed into the Transformer. The outputs corresponding to these masked inputs are then passed through a splitting network to produce representations corresponding to the visual and audio branches. Outputs at different stages utilize $L_{AVID-CMA}$ or $L_{rec}$ during training.

attempts to ensure that any temporal knowledge gets incorporated into the learned representation. However, using only $L_{rec}$ does not encourage the model to encode any knowledge due to the alignment of audio and visual streams. Hence, $L_{AVID-CMA}$ is used to incorporate such knowledge. As a result, the overall trained model is temporally cognizant along with assimilating information due to the alignment between modalities.

4. DATA

HMDB [17] dataset is used for the task of action recognition. This data consists of video clips extracted from public sources such as Prelinger archive, YouTube and Google videos. The data is divided into 51 action categories. The categories include several commonly performed actions such as clapping, laughing, eating, and several type of body movements. In addition to this, the dataset also includes metadata such as visible body parts, occlusions, camera motion and many more. Three train-test splits are provided as part of the dataset.

The task of video summarization is performed on the SumMe [18] dataset. There are 25 videos in this dataset. Each video has a set of user produced summaries (the ground truth). The dataset is a combination of egocentric videos, static videos and those with camera motion.

For both these datasets, temporal cognizance plays an important role. In the case of action recognition, individual actions are performed over several video frames. Therefore recognizing that a given sequence of frames jointly represent an action is important. Similarly, in video summarization, salient events transpire over a period of time. Hence, it is important that the model used for these tasks is temporally cognizant.

5. EXPERIMENT SETUP

The individual visual and audio branches of the framework follow the AVID-CMA setup. Therefore, the visual branch uses a 18 layer R(2+1)D network [19] and the audio branch utilizes a 9 layer (2D) CNN. There is a projection network that combines the two branches. The projection is done through two fully connected layers. The projection network feeds into the Transformer encoder that consists of 8 attention heads and 2 Transformer layers. $|\Gamma|$ is set to 30% of the sequence length. In addition to this, the splitting network uses two fully connected layers to split the Transformer encoder output into audio and visual representations. The input of the audio branch is a 200x257 sized spectrogram for each video snippet. The visual branch takes in $k \times 224 \times 224$ sized visual frames where $k$ is the number of frames in the video snippet. During training, the visual and audio branches of the proposed framework are initialized using a pretrained AVID-CMA model that was trained on Audioset [20]. Once initialized, the balanced
Fig. 2. The top row shows a summary when the temporal cognizance based proposed model is used in the summarization procedure. The bottom row does not use temporal cognizance model. It can be seen that unlike the bottom row (which contains only chopping of food) the whole procedure of building the food tower (columns 1-11) is considered as part of summary in the top row thereby showing the importance of temporal cognizance.

set from Audioset is used to train the whole framework.

For the task of action recognition, thirty two 224x224 frames are used as input and the trained network is finetuned on the HMDB dataset. We follow the procedure used in AVID-CMA [10] for evaluation. Therefore, snippet level predictions from 10 uniformly sampled snippets are averaged to produce video level predictions. The overall reported performance is the average score from the 3 splits made available in the dataset.

In the case of video summarization, for a fair comparison we use the same framework as Zhou et al. [21] (unsupervised approach) and change the input based on the features that are being compared. The same F1 score based mechanism as used in [21, 22] is utilized for comparing performance.

6. RESULTS

We evaluate the effectiveness of the learned model for the downstream tasks of action recognition and video summarization. For each of these tasks, a comparison is made with several baselines such as XDC [12] and AVID-CMA [10].

The proposed procedure can significantly outperform the baselines (p-value < 0.05 using a t-test). Table 1 shows the performance for the task of action recognition using the HMDB dataset. Similarly, Table 2 displays the capability of our framework for video summarization using the SumMe dataset. Figure 2 shows an example that demonstrates the benefit of our temporally cognizant procedure. These results give support to our usage of Transformer based masked reconstruction on top of contrastive loss based training to introduce temporal cognizance.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>L3 [4, 10]</td>
<td>51.6</td>
</tr>
<tr>
<td>AVTS [14]</td>
<td>61.6</td>
</tr>
<tr>
<td>XDC [12]</td>
<td>63.7</td>
</tr>
<tr>
<td>AVID-CMA [10]</td>
<td>64.7</td>
</tr>
<tr>
<td>Ours</td>
<td>66.2</td>
</tr>
</tbody>
</table>

Table 1. Performance comparison for the action recognition task using the HMDB dataset. The reported scores are classification accuracy.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reinforce [21]</td>
<td>41.4</td>
</tr>
<tr>
<td>XDC [12]</td>
<td>41.4</td>
</tr>
<tr>
<td>AVID-CMA [10]</td>
<td>42.2</td>
</tr>
<tr>
<td>Ours (visual only branch)</td>
<td>42.7</td>
</tr>
<tr>
<td>Ours (audio-visual)</td>
<td>43.5</td>
</tr>
</tbody>
</table>

Table 2. Performance comparison for the video summarization task using the SumMe dataset. The F1 scores are reported as used in [21, 22].

cognizance via masked reconstruction on top of contrastive learning demonstrates significant improvement over several baselines including contrastive loss based AVID-CMA [10].

As mentioned in Morgado et al. [10], the size of input during training of the multimodal model influences the performance on downstream tasks. Therefore, as part of future work, the influence of various input sizes during training can be explored on the action recognition and video summarization tasks. In addition to this, another potential avenue for exploration is into making the model more robust to missing modalities [23]. Furthermore, integration of other sources of information such as text in video captioning can also be explored. In addition to this an online setting can also be explored. For example, the block processing mechanism of [1] or the streaming Transformer procedure of [24] can be explored further in our context.
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