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Abstract
Dense Retrieval (DR) models have proven to
be effective for Document Retrieval and Infor-
mation Grounding tasks. Usually, these models
are trained and optimized for improving the
relevance of top-ranked documents for a given
query. Previous work has shown that popu-
lar DR models are sensitive to the query and
document lexicon: small variations of it may
lead to a significant difference in the set of re-
trieved documents. In this paper, we propose
a variation of the Multi-Negative Ranking loss
for training DR that improves the coherence of
models in retrieving the same documents with
respect to semantically similar queries. The
loss penalizes discrepancies between the top-k
ranked documents retrieved for diverse but se-
mantically equivalent queries. We conducted
extensive experiments on various datasets, MS-
MARCO, Natural Questions, BEIR, and TREC
DL 19/20. The results show that (i) models
optimizes by our loss are subject to lower sen-
sitivity, and, (ii) interestingly, higher accuracy.

1 Introduction

In the recent years, pre-trained Language Mod-
els (PLMs) have shown striking performance on a
plethora of NLP tasks including, but not limited to,
Question Answering, Information Retrieval, Ma-
chine Translation, chat-bots, and many more (Min
et al., 2023; Wang et al., 2023). One popular and
well-studied application of PLMs is Dense Re-
trieval (DR) (Karpukhin et al., 2020), consisting of
dual encoders that create dense vector representa-
tions (embeddings) of both queries and documents.
Embeddings similarities are then used to retrieve
relevant documents from an index.

Recently, DR proven to be an effective solution
for both, simple document retrieval applications
and Retrieval Augmented Generation (RAG) (Zhao
et al., 2024), where a Larger Language Model
(LLM) is tasked to produce answers based on re-
trieved documents. DR models are typically fine-

tuned from PLMs to align the embeddings between
queries and relevant texts or documents. Previous
work has shown improvements through various ap-
proaches, e.g.: (i) specialized loss functions (Hen-
derson et al., 2017), (ii) mechanisms to mine mean-
ingful training examples and hard-negatives (Lin
et al., 2023), and (iii) labeled data at scale (Nguyen
et al., 2016). One potential drawback of DR is
their sensitivity to the query and document lexi-
con. Intuitively, this is defined as the difference
in the output response with respect to changing of
the query wording (Chen et al., 2024; Liu et al.,
2023a). We note two aspects: First, low query
sensitivity is empirically proven to be proportional
to high accuracy (Lu et al., 2024; Lauriola et al.,
2025). Not being able to answer some variations
of the same query corresponds to poor general-
ization. For instance, a model trained on natural
questions may have problems in answering web-
like versions of the same queries, or questions with
negations (Guo et al., 2025). Second, behavioral
studies showed that users start multiple searches
with rewritten queries when the initial search out-
put does not contain satisfactory results (Bernard
et al., 2007; Jansen et al., 2005), and up to 50%
traffic in early retrieval engines may be just refor-
mulations. Recent work suggests that the problem
is not solved in modern retrieval engines (Wang
et al., 2021b). These aspects may lead to an in-
crease of search cost, as multiple searches require
the re-execution of the retrieval pipeline.

Previous work explored various approaches to
make the model less sensitive, and thus more coher-
ent, including synthetic data generation (Guo et al.,
2025; Chaudhary et al., 2024; Meng et al., 2022)
and query reformulation (Ma et al., 2023). The
former shows that generating lexical variations of
annotated queries can improve the generalization
of the model. The latter tries to reshape the query to
be more aligned to the DR input while preserving
the intent. Although query reformulation showed
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some benefits, it requires the introduction of a re-
writer (Ma et al., 2023), typically implemented as
an LLM, with a consequent drop in efficiency and
increase in cost.

In this work, we focus on analyzing and improv-
ing the coherence of DR models, intuitively defined
as the ability of a model in retrieving the same set
of documents (or the same ranked list) from a given
collection (or index) for different lexical variations
of the same equivalent input query. Differently
from most of previous work, based on query refor-
mulation or simple data augmentation, we inject
the coherence into the loss function directly. Specif-
ically, we extend the Multiple Negative Ranking
(MNR) loss (Henderson et al., 2017) to (i) penalize
dissimilarities of embeddings from lexical varia-
tions of the same query and to (ii) optimize for
query-document similarity alignment.

To validate the effectiveness of the loss func-
tion, we conducted extensive experiments on MS-
MARCO, Natural Questions, BEIR, and TREC-DL
with multiple PLMs, namely MPNet (Song et al.,
2020), ModernBERT (Warner et al., 2024), and
MiniLM (Wang et al., 2020a). Our results show
that our loss consistently improves the coherence
of DR models (and thus reducing the general idea
of sensitivity to the input query) measured through
Rank Biased Overlap (RBO) (Webber et al., 2010)
between documents retrieved from multiple equiv-
alent queries, with an average increase of +15%
absolute on MS-MARCO, from 0.43 to 0.58, and
+29% on Natural Questions, from 0.38 to 0.67. Be-
yond coherence, our approach shows an improve-
ment in NDCG of +0.60% MS-MARCO, +1.8%
on NQ, +0.5% on 11 BEIR, and +1.4%/0.3% on
TREC-DL benchmarks averaged.

2 Related work

Coherence in LLMs Popular LLMs have shown
to be very sensitive to the input (Voronov et al.,
2024; Mizrahi et al., 2024; Arora et al., 2022; Chat-
terjee et al., 2024), and the selection of the prompt
format plays a crucial role. Lu et al. (2024) demon-
strated that coherence can be seen as the opposite
of sensitivity, and can be considered as an unsuper-
vised proxy for model performance. In addition,
Raina et al. (2024) performed a deep analysis on
adversarial robustness of LLMs, showing how to
deceive an LLM judge to manipulate the output
and predict inflated scores. Except for the input
lexicon, the position of words and concepts, e.g.:

order of options in multi-choice Q&A (Zheng et al.,
2023) or order of in-context examples (Liu et al.,
2022; Zhao et al., 2021), also affects the judgment.

Beyond analyzing the phenomenon, Chatterjee
et al. (2024) introduced a metric, named POSIX,
to measure the prompt sensitivity. Moreover, Ra-
binovich et al. (2023) introduced PopQA-TP, a cu-
rated dataset that extends PopQA (Mallen et al.,
2022) with 118,000 paraphrased questions, to
benchmark LLMs’ sensitivity. Similarly, Lauriola
et al. (2025) shower how up to 70B LLMs are un-
able to provide coherent answers from equivalent
queries, and highlighted how coherence optimiza-
tion is linked to overall accuracy.

Sensitivity in Dense Retrieval Narrowing down
the focus on Dense Retrieval (DR) models, pre-
vious work showed similar insights. Chen et al.
(2024) proposed an unsupervised technique to
make the model scores robust towards irrelevant
paragraphs in a document. Liu et al. (2023a)
studied the sensitivity of models in generative re-
trieval settings through simple query variations
(misspelling, token order modification, rule-based
paraphrasing). However, the authors focused on
observing the phenomenon and quantify the impact
of these simple perturbations. Campos et al. (2023)
focused on making the query encoder robust to
noise (lemma, stemming, character swap or delete,
and some forms of paraphrasing) while keeping
the document encoder frozen. Other authors high-
lighted sensitivity issues from an adversarial view-
point (Liu et al., 2023b; Wu et al., 2022).

Synthetic query data augmentation has been
widely explored as mitigation (Chaudhary et al.,
2024; Liang et al., 2020; Meng et al., 2022), show-
ing that generated queries can improve generaliza-
tion of DR models on some public benchmarks.
Based on the same intuition, Guo et al. (2025)
used query augmentation targeting improvements
on queries with negations. Similarly, Sunkara
(2024) mixed query data augmentation with multi-
task learning. First, they generated variations of
queries through back-translation. Then they apply a
multi-task loss that forces embeddings of the same
queries to be similar while optimizes for query-
document relevancy. However, results did not show
improvement over classical DR training.

Query re-writing As possible mitigation of the
coherence issue, query rewriting has become a pop-
ular solution, aligning input distribution to DR
favourite query shape (He et al., 2016). For in-
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stance, Shi et al. (2024) showed benefits of using
multiple re-writing of the query and a subsequent
combination of documents retrieved. On the same
line, Ma et al. (2023) introduced a trainable rewrite-
and-retrieve approach in RAG setting to align the
input query to the retriever. However, query re-
writing requires the introduction of a query gener-
ator component in the retrieval pipeline, typically
through LLMs, which may cause higher latency
and cost in industrial applications. Other type of
re-writing associated with query expansion (Cao
et al., 2021; Baek et al., 2025) or conversational
Q&A (Christmann et al., 2022; Ye et al., 2023;
Qian and Dou, 2022; Yu et al., 2020) are outside
the scope of this work. We do not compare against
query re-writing approaches as our focus is to train
a standalone DR model to improve sensitivity, with-
out external components.

3 Coherence of ranked documents

In this section, we introduce our loss that targets
sensitivity improvement by penalizing rank incon-
sistencies with different variations of the query.

3.1 Preliminaries - query equivalence

Let Q be a distribution of open-domain info-
seeking queries and let C ⊆ Q be a subset of
queries equivalent each other, that is, ∀(qi, qj) ∈
C2 : qi ≡ qj , where ≡ indicates that two ques-
tions are semantically equivalent. In this work,
we refer C as equivalent set or cluster of queries.
We consider the equivalence definition introduced
by Campese et al. (2023). Two questions (qi, qj)
are semantically equivalent iff they have the same
information-seeking intent and their answers can
be interchanged. In other words, ∀a : l(qi, a) ↔
l(qj , a), where l is a labeling function based on an
arbitrary interpretation of correctness. l(q, a) =
1 if the answer a is correct for q, 0 otherwise.
Although this definition applies to both, single-
and multi-answer queries, this study focuses non-
subjective queries with well-defined and verifiable
answers. When dealing with Q&A systems or gen-
erative LMs, the coherence of the models can be
easily defined as the semantic similarity of answers
responding to queries belonging to the same clus-
ter (Rabinovich et al., 2023).

In this work, we focus on the coherence of DR
models, where their sensitivity is given by the
ranked list of relevant documents retrieved. Let
δ be a DR scoring model that, given a query q ∈ Q

and a document d from a given collection D, pro-
duces a similarity score, that it δ : Q×D → [0, 1].
For simplicity, we define the top-k list of docu-
ments retrieved by δ from the query q as:

ψδ,D(q, k) = [dq1 , dq2 , . . . , dqk ]

s.t. δ(q, dqi) ≥ δ(q, dqi+1) ∀dqi ∈ D
(1)

Based on this definition of top-k retrieved list
of documents, the coherence of a ranking model
can easily be defined as the average rank-
similarity between multiple queries in a cluster,
e.g.: σ(ψδ,D(qi, k), ψδ,D(qj , k)), where σ is a
given rank-similarity function and (qi, qj) ∈ C2 are
two queries from the same cluster. In this work, we
used Rank-Biased Overlap (RBO) (Webber et al.,
2010) and Spearman correlation, two established
metrics to measure similarities of two ranked lists
of items. The higher the rank-similarity between
two equivalent queries, the small the sensitivity of
the model to the input. Any disparity in the ranks
highlights a sensitivity issue.

3.2 Coherence Ranking Loss

Here we introduce Coherence Ranking (CR) loss,
a support multi-task loss that, paired with classical
Multiple-Negative Ranking (MNR) loss, explicitly
targets coherence improvements.

CR loss comprises three main factors: Query
Embedding Alignment (QEA), Similarity Mar-
gin Consistency (SMC), and query-document rel-
evance implemented through MNR. QEA compo-
nent simply tries to aligning the embeddings of
lexically different queries by penalizing their dif-
ferences measured through Mean Squared Error
(MSE). The second component, SMC, enforces
equivalent queries to have the same similarities
when compared to the same positive and negative
documents. Differently from QEA, which focuses
on embeddings alignment, SMC targets alignment
in similarity scores. The resulting formulation is:

LCR(q, d+,D−, C) =

λ1
1

|C|
∑
qi∈C

∥q − qi∥22

+ λ2
∑
qi∈C

∑
d∈D−

(
m(q, d+, d)−m(qi, d

+, d)
)2

+ MNR(q, d+,D−), (2)

where q ∈ C is a query from a given cluster,
d+ ∈ D is a document relevant (or positive) to

3



q, D− ⊂ D is a set of irrelevant (or negative) doc-
uments and m(q, d+, d) expresses the difference
between the relevance of the two documents (one
positive and one negative) with respect to the query,
that is: m(q, d+, d) = s(q,d+)− s(q,d), where s
is a vector similarity function, here implemented
as cosine. We use bold symbols to indicate the em-
beddings associated with queries and documents.

4 Experiments

We ran various experiments to evaluate CR loss
on MS-MARCO (Nguyen et al., 2016) and Nat-
ural Questions (NQ) (Kwiatkowski et al., 2019).
Results with BEIR and TREC-DL are reported in
Appendix D.

MS-MARCO. This is a popular benchmark for
IR. It consists of an index of 8.8M passages docu-
ments, 495K training queries, 523K positive query-
document pairs, and a number of 5 hard negatives
per query extracted as described by Wang et al.
(2021a). Given that labels of the official test queries
are not released, we divided the development set
in development and test, with 3490 queries each.
For training, we used up to 5 hard-negatives per
queries, made available in the official repository.

Natural Questions (NQ). It originally contained
132,803 unique queries, each associated with a
Wikipedia page used to extract an answer. We
were able to successfully extract hard negatives for
120K queries following the technique described
by Wang et al. (2021a), generating 10 different
hard negatives per query. We randomly selected
3,000 queries to create our development set. For
the test set we use the original split consisting
of 3,452 queries and 2,681,468 passage documents.

For each dataset, MS-MARCO and NQ, we used
Phi-3 generate up to 10 different lexical variations
of original queries. The model is prompted to gen-
erate different queries with the same intent and
information-seeking need, while varying the writ-
ing style. See Appendix A for the full prompt and
some examples of generated queries. The queries
are paired with positive documents associated with
the input, augmenting the training data. A summary
of the two datasets is available in Table 1.

In most of our experiments, we considered the
following baselines and configurations that are de-
rived from MPNet (Song et al., 2020):

Public checkpoint - As simplest baseline we con-

MS-MARCO NQ
Queries TRAIN 495260 119554
Queries DEV 3490 3000
Queries TEST 3490 3452
Hard negatives 5 10
Gen. Queries 10 10

Table 1: Datasets statistics.

sider the public checkpoint continuously
pre-trained on various supervised and self-
supervised Sentence Text Similarity (STS)
tasks including, but not limited to, paraphras-
ing, question answering, information retrieval,
and natural language inference1.

Fine-Tuning - The public checkpoint is fine-tuned
on target training data, that is MS-MARCO
or NQ. Training data consists of triplets
⟨q, d+,D−⟩, where q ∈ Q is a query, d+ is a
relevant document, and D− is the set of hard
negatives associated with q. Following the
established training approach of DRs, MNR
loss is employed.

Query Augmentation - The training data is ex-
panded with the equivalent but lexically differ-
ent queries generated through Phi. For each
training triplet ⟨q, d+,D−⟩ we consider 10 ex-
tra examples {⟨qi, d+,D−⟩}10i=1, where qi is
an equivalent query generated from q.

LQQ - Generated queries are used to enforce query
similarity reasoning, replacing data augmenta-
tion. The training mixes query/document and
query/generated batches in round-robin fash-
ion (multi-task learning). On each iteration,
we apply (i) an optimization step with simple
MNR as described in the FT approach; (ii) a
second optimization step where we optimize
for query similarity, training examples consist
of ⟨qi, qj⟩, qi ≡ qj . This baselines shows the
impact of training the model to learn similari-
ties over different queries, improving the rank
indirectly.

LCR - We used our loss as defined in Section 3.2,
Eq. 2, that jointly optimizes over MNR and
query-similarity.

Full - We used LCR and query augmentation.
1Public checkpoint available at https:

//huggingface.co/sentence-transformers/
multi-qa-mpnet-base-cos-v1.
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Lexical - We also considered two additional lexical
baselines, BM25 and SPLADE++ (Lassance
et al., 2024). For MS-MARCO we used the
BM25 corpus from Pyserini (Lin et al., 2021),
which already includes query expansion2.

Amongst other publicly available models, we
selected MPNet as (i) it has not a prohibitive di-
mension (100M parameters) that could affect the
volume of our experiments and (ii) it showed lead-
ing performance compared to models of similar
size on various IR benchmarks as reported in the
Sentence Transformer framework3. However, other
models are tested in Section 4.3 to assess general-
ization of our approach.

Training details For each configuration, we used
the validation set to find the best configuration of
hyper-parameters, including learning rate {5/7 ·
10−6, 1/2/3 · 10−5}, and batch size {2x}10x=4. We
used AdamW optimizer and warmup rate of 10% of
the total training steps. We set a limit of 15 epochs
for training with an early stopping and a patience of
5. The loss coefficients λ1 and λ2, which balance
the different components of our objective function,
were evaluated across {0, 0.2, 0.5, 0.8, 1} to deter-
mine their optimal values. For models training, we
utilized 8 NVIDIA H100 GPUs.

Metrics and evaluation We consider two sets
of metrics to evaluate the relevance of top-k re-
trieved documents and the coherence of the mod-
els when answering lexical variations of equiva-
lent questions. To measure document relevance,
we used standard IR metrics: P@1, NDCG@10,
MRR@10, and MAP@100. To evaluate relevance,
we used only test queries from the original split
(no generated queries). Regarding the coherence of
the models, we fist run the models on all generated
queries (10 per each input test query). Then, with-
out accounting for labels, we compared the rank
produced by the original query and the ones pro-
duced by generated queries. To measure the align-
ment and average rank-similarity between original
and generated queries, we used RBO (Webber et al.,
2010) and Spearman metrics. For simplicity, we
considered the top-5 ranked items. The rank simi-
larity is averaged across all test queries. The higher
the rank correlation, the higher the coherence of the

2Pyserini MS-MARCO corpus: msmarco-v1-passage.d2q-
t5-docvectors

3Public leaderboard as January 2025 https:
//www.sbert.net/docs/sentence_transformer/
pretrained_models.html.

model, i.e. its ability of generating the same rank
while prompted with different input variations.

4.1 Main results
Table 2 reports the performance, in terms of doc-
ument relevance (P@1, NDCG@10, MRR@10,
MAP@100) and coherence (RBO@5, Spear-
man@5), of all baselines and our proposed ap-
proach as described in Section 4. The table shows
multiple key insights: First, the adoption of gen-
erated queries (through Phi-3 as described in Ap-
pendix A) to teach the model working with dif-
ferent input variations, either in form of data aug-
mentation (see Q. Augmentation in the table) or
question similarity loss (LQQ), shows inconsistent
results. When used in MS-MARCO training, gen-
erated queries produced a drop in document rele-
vancy metrics (e.g.: -1.46 and -0.20 NDCG@10
with Query Augmentation and LQQ respectively).
However, the same techniques lead to an improve-
ment in NQ (e.g.: +0.84 and +1.26 NDCG@10).
We hypothesize that generated queries are a mixed
blessing and this behavior is linked to the volume
of the training data. On the one hand, generated
queries can space out the data from the test distri-
bution, leading to lower results in MS-MARCO.
On the other hand, NQ is smaller and thus addi-
tional generated data may have higher importance
and contribute to metrics improvement. Our pro-
posed approach (LCR) shows better results on both
datasets on all relevance metrics. It is worth to no-
tice that the combination of data augmentation and
coherence loss (Full) does not show benefits in doc-
ument relevance, suggesting that our mechanism
to train on query variations is superior to simple
query augmentation. Regarding the coherence, we
observed that generated queries lead to a strong and
consistent improvement in both, RBO and Spear-
man correlations, over simple fine-tuning. This
is expected as the models are explicitly trained to
align equivalent yet different questions to the same
embedding space or to enforce similarities between
different queries and the same documents. Al-
though query augmentation is a surprisingly strong
baseline for ranking coherence, our proposed ap-
proach showed better results.

A final highlight goes to lexical baselines
(BM25, SPLADE++). Not surprisingly, BM25
is the least coherent approach. The technique, en-
tirely based on tokens overlap, produces results
that are tailored to the input wording. Differently,
SPLADE, thanks to its ability of highlighting the
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Model P@1 NDCG@10 MRR@10 MAP@100 RBO@5 Spearman@5
MS-MARCO

Public ckpt 21.58 39.88 33.79 34.27 0.42±0.25 0.46±0.12

FT 22.82±0.11 41.51±0.08 35.34±0.12 35.68±0.11 0.46±0.26 0.47±0.13

+ Q. Augm. 21.85±0.12 40.05±0.21 33.96±0.41 34.31±0.21 0.59±0.27 0.54±0.17

+ LQQ 22.87±0.21 41.31±0.10 35.10±0.08 35.50±0.10 0.51±0.27 0.49±0.15

+ LCR 23.01±0.10 41.98±0.17 35.73±0.16 35.70±0.13 0.60±0.26 0.53±0.17

Full 22.46 41.43 34.71 35.18 0.63±0.26 0.55±0.18

BM25 16.74 33.19 27.13 27.85 0.22±0.24 0.45±0.11

SPLADE++ 21.74 40.08 33.72 34.35 0.46±0.28 0.49±0.15

Natural Questions
Public ckpt 30.71 46.53 42.59 40.79 0.57±0.22 0.49±0.15

FT 38.16±0.17 52.16±0.13 49.50±0.17 47.50±0.18 0.54±0.23 0.49±0.16

+ Q. Augm. 38.57±0.11 53.0±0.01 49.89±0.08 47.66±0.16 0.66±0.23 0.54±0.19

+ LQQ 38.84±0.04 53.42±0.07 50.23±0.08 48.25±0.10 0.59±0.23 0.51±0.17

+ LCR 39.49±0.11 53.85±0.08 50.65±0.09 48.56±0.04 0.70±0.22 0.55±0.19

Full 39.36 53.73 50.50 48.29 0.71±0.21 0.57±0.20

BM25 16.48 30.55 26.34 25.86 0.40±0.27 0.49±0.15

SPLADE++ 29.66 44.89 41.11 39.43 0.65±0.23 0.54±0.18

Table 2: Results on MS-MARCO and NQ. Best results are highlighted in bold. RBO and Spearman measure the
rank-correlation, and thus the coherence of the models. Results are averaged across 5 different runs.

most relevant tokens and entities, showed better
coherence, comparable to dense retrieval baselines.

Other experiments comparing our approach
against reformulation strategies are described in
Appendix E.

4.2 Ablation study on loss components
As described in Section 3.2, our proposed loss com-
prises two components. The first penalizes em-
bedding misalignment between different variations
of the same query, enforcing the embeddings to
be query-shape agnostic. The second acts on the
margins, and enforces equivalent queries to have
the same distance with positive and negative docu-
ments. The combination of these two components
led to the improvement showed in the previous re-
sults. Note that our loss does not replace MNR,
it extends it through an additional penalty factor.
Table 3 shows document relevance and ranking co-
herence while using individual components of the
loss in addition to standard MNR. Results highlight
that the combination of query embeddings align-
ment and margin consistency is the key aspect, and
individual components do not produce the same
improvement.

4.3 Models generalization study
All previous experiments were based on MPNet
due to its performance on various IR benchmarks

Loss P@1 NDCG@10 RBO@5
MS-MARCO

LQEA 22.78 41.26 0.20±0.16

LSMC 22.81 41.51 0.22±0.18

LCR 23.01 41.57 0.34±0.24

Natural Questions
LQEA 38.12 51.63 0.66±0.23

LSMC 38.88 53.22 0.57±0.23

LCR 39.54 53.92 0.70±0.22

Table 3: Ablation study on loss components: Query Em-
bedding Alignment and Similarity Margin Consistency.
RBO measures ranking consistency.

compared to models of similar size (approx 100M
parameters). To stress the generalization of the
proposed loss, we tested the latter on other two
popular transformer models: MiniLM-v2-12L and
ModernBERT-base. MiniLM is a efficient yet ef-
fective solution for dense retrieval. It consists of
33M learnable parameters only. We considered the
checkpoint pre-trained for STS4. ModernBERT is
a recent model designed for long sequences. We
considered the base version consisting of 133M
parameters5. Given that ModernBERT was sim-
ply trained with MLM objective, we continuously

4sentence-transformers/all-MiniLM-L12-v2.
5answerdotai/ModernBERT-base.
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Configuration MiniLM-v2-12L ModernBERT-base
P@1 NDCG@10 RBO@5 P@1 NDCG@10 RBO@5

MS-MARCO
Public ckpt 21.6 39.1 0.39±0.24 15.0 31.0 0.40±0.25

FT 22.6 40.5 0.44±0.26 22.8 41.6 0.39±0.25

+ Q. Augm. 22.7 40.4 0.55±0.27 21.7 39.9 0.56±0.26

+ LQQ 22.8 40.5 0.57±0.27 21.9 40.6 0.49±0.26

+ LCR 23.3 41.1 0.57±0.27 23.0 41.9 0.56±0.26

Natural Questions
Public ckpt 26.3 41.4 0.53±0.23 21.8 37.6 0.58±0.23

FT 34.8 48.3 0.46±0.23 36.6 50.4 0.15±0.19

+ Q. Augm. 35.4 48.1 0.61±0.25 35.9 50.2 0.61±0.23

+ LQQ 35.4 48.7 0.44±0.24 36.8 51.0 0.38±0.24

+ LCR 36.1 49.2 0.65±0.22 37.2 51.1 0.65±0.22

Table 4: Document relevance and coherence of MiniLM and ModernBERT. RBO measures the coherence.

trained the checkpoint on 1.5B text-similarity pairs,
following the same STS training applied to MPNet
and MiniLM. Details of the training are available
in Appendix B.

Results for a restricted set of configurations are
showed in Table 4. Remarkably, both models show
the same trend previously observed with MPNet.
Our proposed loss improves both, the document
relevance and the rank coherence, on both datasets.
These results suggest how our loss generalizes over
multiple models and is not tailored to a specific
solution. The effect of our STS pretraining in Mod-
ernBERT is further analyzed in Appendix C.

4.4 Retrieve and Rank evaluation

DR is often a component of a more complex Ques-
tion Answering or Chat pipeline. Typically, retrieve
and re-rank or retrieve and generate solutions are
adopted, where the top-k documents selected by
a dense retrieval are further re-ranked or used as
part of LLM grounding to generate an answer. Al-
though the order of documents as input of LLM
is important, as discussed in Section 2, the same
becomes irrelevant in retrieve and re-rank pipelines
as document re-rankers typically produce scores to
each document that do not depend on the retrieval
position. As long as the retrieval model can retrieve
the same set of documents from different lexical
variations of the input, then a document re-ranker
can potentially select the same content.

To explore further this aspect, we simulated a
retrieve and re-rank application where a document
ranking cross-encoder takes the top-50 documents
selected by a DR model, re-ranks them, and se-

lects the most relevant one. Let ψδ,D(q, k) (see
Eq. 1) be the set of top-k documents (in our exper-
iment, k=50) retrieved by a given retrieval model
from a test query q of a certain cluster C. Let
d∗ ∈ ψδ,D(q, k) be the document selected by the
re-ranker. We define as re-ranking opportunity
the probability of d∗ to appear in the top-k doc-
uments retrieved from any other lexical variation
of the input query belonging to the same cluster
C: opportunity(q) = 1

|C|
∑

qi∈C 1ψδ,D(qi,k)(d
∗),

where 1 is the indicator function. Given the best se-
lection from the re-ranker, the re-ranking opportu-
nity measures the likelihood that the same selected
document would be made available by the retrieval
while prompted with different equivalent questions.
In this sense, the reranker has the same opportunity
of selecting the same or a better document. The
higher the opportunity the lower the possibility of
dropping the highest re-ranked document due to
a sensitivity issue. Table 5 shows the re-ranking
opportunity on MS-MARCO and NQ while using
a state-of-the-art document re-ranker6.

The re-ranking opportunity showed in the table
aligns to other results. Our proposed loss makes
the model more coherent beyond simple retrieval.
All retriever tested, beyond simple document rel-
evancy, have higher chances to retrieve the best
selection from the re-ranker, regardless the shape
of the query in input. Compared to simple Fine-
Tuning, our losses increases the opportunity by
9.3% on average (8.1% if we exclude Modern-
BERT without STS training). Note that this ex-

6https://huggingface.co/BAAI/
bge-reranker-large
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MS-MARCO
Public ckpt 75.7 73.4 74.9 -
FT 79.7 78.4 75.8 71.0
+ Q. Augm. 85.9 83.7 84.5 83.1
+ LQQ 82.4 80.9 83.0 80.2
+ LCR 87.0 85.7 85.5 84.0
BM25 59.4
SPLADE++ 77.7

Natural Questions
Public ckpt 59.5 31.9 59.3 -
FT 58.9 52.6 11.8 7.8
+ Q. Augm. 67.5 63.6 59.4 50.5
+ LQQ 55.4 66.0 23.7 25.1
+ LCR 70.9 70.4 65.8 54.6
BM25 63.2
SPLADE++ 67.5

Table 5: Re-ranking opportunity, how many times the
best re-ranked document is retrieved in the top-50 doc-
uments from different variations of the query. BGE
model was used as re-ranker (cross-encoder).

periment does not indicate whether a new/different
top-ranked document is relevant or not. Here, we
just highlight that the new top-1 document that the
retrieve and re-rank pipeline would select with dif-
ferent variations of the input is different, but not
necessarily worse or better.

Other findings on a simple retrieve & generate
application are discussed in Appendix F.

4.5 Retrieval complexity

We hypothesize that coherent models are partic-
ularly valuable for queries where multiple docu-
ments share similar relevance scores. To investigate
this, we focused our analysis on original queries
(non-generated) from MS-MARCO and NQ where
the difference in retrieval scores between the top-1
and 50th ranked document was less than 0.1. Such
cases represent complex information needs where
the retrieval task becomes particularly challeng-
ing, as multiple documents exhibit comparable rel-
evance to the query with minimal score differences.
For instance, in MS-MARCO, we observed this
phenomenon with queries like "What constitutional
amendment granted American women suffrage?",
"Can you describe the gallbladder’s position in

Configuration MS-MARCO NQ
Public ckpt 0.16±0.14 0.41±0.21

FT 0.17±0.14 0.25±0.17

+ Gen. Qs 0.32±0.23 0.43±0.24

+ LQQ 0.24±0.18 0.30±0.20

+ LCR 0.34±0.24 0.49±0.23

Full 0.38±0.25 0.52±0.24

BM25 0.07±0.14 0.36±0.27

SPLADE++ 0.23±0.21 0.48±0.26

Table 6: RBO@5 (coherence) on a subset "most com-
plex" queries, i.e. queries where the retrieval score of
the top-1 and the 50-th document is differs less than 0.1.

the human anatomy?" and "What is the specific
location for viewing the total solar eclipse?". Simi-
larly, in NQ, queries such as "where does the great
outdoors movie take place" and "who was the dec-
laration of independence written for" demonstrated
this characteristic. In these cases, multiple docu-
ments received nearly identical relevance scores,
making the final ranking highly sensitive to small
score variations. This underscores the importance
of maintaining coherence in the ranking process,
as minimal differences in retrieval scores can sig-
nificantly impact the final document order.

Table 6 shows the results of this evaluation. As
expected, the coherence measured through RBO is
generally much lower compared to the full set (see
Table 2), corroborating our conjecture on the re-
trieval complexity. Our proposed loss has a drastic
contribution, especially on MS-MARCO, improv-
ing coherence from 0.16 to 0.38 (+138% relative).

4.6 Examples
Table 7 contains two examples showing how out
models affect the coherence. Each example con-
sists of two equivalent queries (indicated as Q1 and
Q2) and the two associated top-1 retrieved doc-
uments (D1 and D2) using MPNet with standard
fine-tuning. The retrieval is incoherent as the model
returns two different documents for two semanti-
cally equivalent questions. Most importantly, one
of the documents is not or weakly relevant. In con-
trast, the CR-trained model consistently retrieves
D1 for both queries, highlighting higher coherence
and final relevance.

5 Conclusions

This work analyzes the ranking-coherence of Dense
Retrieval (DR) models, that is their ability of re-
trieving the same content when prompted with dif-
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Example 1
Q1 What is the average lifespan of a flea?
Q2 Can you explain the typical duration it

takes for a flea to complete its life cycle?
D1 How long is the life span of a flea? 30-90

Days (Average). A flea might live a year
and a half under ideal conditions. These
include the right temperature, food sup-
ply, and humidity. Generally speaking,
though, an adult flea only lives for 2 or 3
months. Without a host for food, a flea’s
life might be as short as a few days. But
with ample food supply, the adult flea
will often live up to 100 days.

D2 When you initiated treatment, it can be
assumed that eggs were laid earlier that
day. It takes around 2 days for those eggs
to hatch, 7 days for the larvae to pupate,
and another 7 days until the adult stage
is reached

Example 2
Q1 What mechanism allows some shark

species to retain warmth internally?
Q2 How does a select group of sharks main-

tain a higher body temperature than their
surroundings?

D1 White sharks have a unique system called
a "counter current heat exchange", which
keeps their body tempreture +/- 7C above
the surrounding water temperature. All
sharks have an incredibly unique system
on the tip of their nose called the "ampil-
lae of Lorenzini". These are small pores
filled with a gel that transmits the elec-
trical currents in the water to the sharks
brain so that it can assess its environ-
ment.

D2 But the advantages of endothermy are
costly. To maintain a warm body in cold
water, a mackerel shark must burn fuel
like a blast furnace. A warm-bodied
shark may need more than ten times as
much food as a cold-bodied shark of the
same size.

Table 7: Examples of coherence. The simple FT model
returns document Di when prompted Qi. Differently,
our coherent model returns D1 for both variations.

ferent lexical variations of the input query. Our
experiments show that classical FT based on popu-

lar losses and hard-negatives mining leads to poor
coherence. As countermeasure, simple data aug-
mentation or multitask training (query-query simi-
larity and query-document alignment) have proven
to increase coherence while keeping comparable
accuracy. On top of that, our loss function, which
jointly (i) penalizes embeddings distance between
equivalent queries and (ii) enforces margin between
different queries and the same positive/negative
documents to be the same, further improves both,
accuracy and coherence. Our results, conducted
on multiple benchmarks by using different models
indicates high generalization.

6 Limitations

The main focus of this work is the coherence of
DR models. However, DRs are just a component
of state-of-the-art pipelines based on retrieval (typi-
cally lexical+dense) and LLMs to generate answers.
How DR coherence affects the entire pipeline is
not deeply explored in this work. Experiments in
Section 4.4 show early evidence on how a state-of-
the-art document re-ranker may take benefits from
a more coherent DR. However, coherence of the
re-ranker itself is outside the scope of this work.
Regarding LLMs’ coherence, related work (Lau-
riola et al., 2025) showed that popular models are
poorly coherent, and the input query shape heavily
affects the final result. Based on these premises,
an exhaustive evaluation of an end-to-end pipeline
requires different work outside the scope of this
paper.

The improvement of document relevancy may
seem limited: (i) +0.14 P@1 and +0.47 NDCG@10
on MS-MARCO, (ii) +0.65 P@1 and +0.43
NDCG@10, (iii) +0.48 NDCG@10 on BEIR (aver-
age across IR tasks), and +0.68/+0.21 NDCG@10
on TREC-DL (Appendix D) from the best base-
line. As discussed before, one main motivation
behind coherence optimization is based on previ-
ous work evidence, where more coherent models
are showed to improve relevancy by recovering
errors from unfavorable input shape. However,
although we observed a significant improvement
in ranking overlap, the same improvement is not
directly translated into relevance. It is worth to
notice that the desired outcome from this work is
not a accuracy improvement but producing models
with higher coherence. As mitigation, we would
like to highlight that all experiments conducted
on multiple datasets (MS-MARCO, NQ, 11 BEIR
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benchmarks, and TREC-DL) with different models
(MPNet, MiniLM, ModernBERT with and without
STS training) are aligned and show similar trends.

Finally, our results in Section 4.5 suggest that
coherence may gain importance in scenario where
there are many similar documents, where small in-
put differences can cause a drastic change in the
retrieval score, and thus the final rank. This evi-
dence raises the question, how does coherence im-
pact real-world applications, based on web indexes
with Billions of documents?
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the original intent while introducing linguistic di-
versity.

The generation process utilized the following
prompt:
You are a powerful question rephraser and question
generation system.
Given a question coming from the MSMARCO dataset,
your task is to generate 10 EQUIVALENT questions
using different styles coming from other different
datasets.
Two questions are defined EQUIVALENT, is they (i)
are asking for exact same thing even if they
contain a very different wording, and (ii) they
require the same answer.

You can use the following dataset styles:
- SQuAD-style: Starts with an introductory

phrase and focuses on a specific piece of
information.

- MS-MARCO-style: Framed as a request for
information, with a more open-ended tone.

- DuoRC-style: Asks about typical or common
symptoms/indicators, using "if" to set up the
context.

- HotpotQA-style: Combines a request for key
indicators with a follow-up on how to identify
them.

- NQ-style question: Concise and direct, focused
on a specific piece of information. Typically
starts with question words like "what", "who",
"where", etc.

- TriviaQA-style question: More open-ended
and sometimes requires more detailed or nuanced
answers. May include additional context or
keywords to guide the response.

- WebQA-style question: Framed as a request
for a list or set of information related to the
topic. Often starts with phrases like "Can you
provide...", "List the...", or "Identify the..."

Your task is to produce a well formatted and
parsable JSON containing the EQUIVALENT questions.
The produced output must be EXACTLY AS FOLLOWS:
```\{

"original\_question": \$INPUT\_QUESTION,
"equivalent\_questions":[

\{'question': \$EQUIVALENT\_QUESTION\_1,
'style': \$EQUIVALENT\_QUESTION\_STYLE\_1\},

\{'question': \$EQUIVALENT\_QUESTION\_2,
'style': \$EQUIVALENT\_QUESTION\_STYLE\_2\},

\dots,
\{'question': \$EQUIVALENT\_QUESTION\_10,

'style': \$EQUIVALENT\_QUESTION\_STYLE\_10\}
],

\}```

Where the \$EQUIVALENT\_QUESTION\_NTH and
\$EQUIVALENT\_QUESTION\_STYLE\_NTH are the
generated question and the used style.

To produce the JSON you MUST respect the following
rules:
+ The generated questions should be short and
concise when possible.
+ Remember: two questions are equivalent if (i)
they are asking for exact same thing, and (ii)
they require the same answer.
+ Remember: each generated question must follow a
different style.

+ Remember: the output must be a valid JSON ready
to be used without further post-processing.

Here you can find an example:
INPUT\_QUESTION:
symptoms of a dying mouse

OUTPUT JSON:
\{

"original\_question": "symptoms of a dying
mouse",

"equivalent\_questions":[
{"question":"What are the typical symptoms

that indicate a mouse is dying?", "style":"NQ"},
{"question":"Identify the most common signs

that a mouse is approaching the end of its life.",
"style":"TriviaQA"},

{"question":"Can you provide a list of the
primary indicators that a mouse is in the process
of dying?", "style":"WebQA"},

{"question":"According to medical experts,
what are the primary symptoms that indicate a mouse
is nearing the end of its life?", "style":"SQuAD"},

{"question":"I need to know the most common
signs that a mouse is dying. Can you provide me
with that information?", "style":"MS-MARCO"},

{"question":"What are the key indicators
that a mouse is in the process of dying, and how
can these be identified?", "style":"HotpotQA"},

{"question":"If a mouse is showing signs
of dying, what are the typical symptoms that would
be observed?", "style":"DuoRC"},

{"question":"How does the appearance of a
mouse's coat change when it's approaching death?",
"style":"NQ"},

{"question":"What changes in eating and
drinking habits suggest a mouse is near death?",
"style":"NQ"},

{"question":"As a mouse approaches death,
it may show this sign related to body temperature.
What is it?", "style":"TriviaQA"}

]
\}

Remember, just return the JSON, no additional text.

Here is the input:
{question}

Please provide your JSON output

We validated our prompt by manually evaluating
the correcteness and the equivalence of 100 random
questions and their 10 generated variations. The
analysis show an accuracy of 100% of the gener-
ative model. We reported some examples of the
generated queries for both MSMARCO and NQ in
Table 8.

B STS training - ModernBERT

Building upon from a public checkpoint of Mod-
ernBERT, 140M parameters, we performed exten-
sive additional pre-training using diverse datasets
focused on semantic text matching tasks. The train-
ing data encompassed various tasks including text
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MS-MARCO
Q: What is the typical function of simple epithe-
lium
G1: Could you explain the main function of
simple epithelium?
G2: What role does simple epithelium play in
the body?
G3: simple epithelium purpose
Q: what is federal prevailing wage
G1: Can you explain the concept of federal pre-
vailing wage?
G2: federal prevailing wage definition
G3: What does federal prevailing wage refer to?
G4: Can you explain what "federal prevailing
wage" is?
Natural Questions
Q: when did the san francisco giants win their
first world series
G1: When did the San Francisco Giants first win
the World Series?
G2: In what year did the San Francisco Giants
first win the World Series?
G3: ancisco Giants first win the World Series?
When?
Q: when is shameless us season 8 coming out
G1: When is the eighth season of Shameless US
scheduled to air?
G2: If I’m looking for the premiere date of
Shameless US Season 8, when should I expect
it?
G3: When will Shameless US Season 8 be avail-
able for viewing?

Table 8: Examples of original queries and their gener-
ated variations using Phi-3.

similarity detection, answer matching, document
understanding, and content abstraction. The train-
ing leveraged multiple large-scale datasets such as
The Semantic Scholar Open Research Corpus (Lo
et al., 2020), PAQ (Lewis et al., 2021), Ama-
zonQA (Gupta et al., 2019), WikiHow (Koupaee
and Wang, 2018), and others. Overall, these re-
sources contain more than ≈ 1.5B semantically
related text pairs.

Our training approach focused on semantic simi-
larity learning, following established practices in
dense retrieval training (Reimers and Gurevych,
2019). The model was trained to distinguish be-
tween semantically related and unrelated text pairs.
We implemented FP16 precision training with a

MultipleNegativesRanking loss function, employ-
ing a learning rate of 2e-5. The training process
utilized a batch size of 2048 samples, with input se-
quences capped at 128 tokens. We used 8x Nvidia
H100 GPUs.

C Effect of STS pre-training

In this section, we investigate the impact of seman-
tic similarity pre-training on ModernBERT’s per-
formance. This comparison allows to understand
how semantic similarity knowledge acquired dur-
ing STS pre-training affects both relevance ranking
and coherence of the rank.

Results in Table 9 demonstrate clear advantages
of using pre-trained ModernBERT-base compared
to its non-pre-trained counterpart across both MS-
MARCO and NQ datasets. On MS-MARCO, the
pre-trained model with standard fine-tuning (FT)
achieved notable improvements in all metrics, with
P@1 increasing from 20.2% to 22.8%, NDCG@10
from 37.5 to 41.6, and RBO@5 from 0.33 to 0.39.
When applying our proposed LCR loss, the pre-
trained model maintained its superior performance,
showing further marginal improvements across all
metrics (P@1: 23.0%, NDCG@10: 41.9, RBO@5:
0.56).

The advantages of pre-training are even more
pronounced on the Natural Questions dataset,
where the pre-trained model demonstrated sub-
stantial gains in effectiveness. With standard fine-
tuning, pre-training improved P@1 by approxi-
mately 11 percentage points (from 25.7% to 36.6%)
and NDCG@10 by 13.5 points (from 36.9 to 50.4).
The addition of LCR loss further enhanced these re-
sults, with the pre-trained model achieving the best
overall performance (P@1: 37.2%, NDCG@10:
51.1, RBO@5: 0.65). Notably, RBO@5 showed
substantial improvement with pre-training, partic-
ularly when combined with LCR, suggesting that
pre-training helps the model develop more consis-
tent and coherent ranking behavior.

D BEIR and TREC-DL evaluation

To assess the generalization capabilities of our
model and its performance across diverse domains,
we conducted extensive experiments using TREC-
DL ’198 and ’209 benchmarks, and 11 datasets

8https://microsoft.github.io/msmarco/
TREC-Deep-Learning-2019

9https://microsoft.github.io/msmarco/
TREC-Deep-Learning-2020.html
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Configuration ModernBERT-base Pre-trained ModernBERT-base
P@1 NDCG@10 RBO@5 P@1 NDCG@10 RBO@5

MS-MARCO
FT 20.2 37.5 0.33±0.23 22.8 41.6 0.39±0.25

+ LCR 20.5 37.83 0.52±0.25 23.0 41.9 0.56±0.26

Natural Questions
FT 25.7 36.9 0.08±0.13 36.6 50.4 0.15±0.19

+ LCR 30.4 42.6 0.48±0.24 37.2 51.1 0.65±0.22

Table 9: Comparison of document relevance and coherence of ModernBERT and STS Pre-trained ModernBERT.
RBO measures the coherence.

from the BEIR benchmark. The results, presented
in Table 10 and 11, demonstrate interesting patterns
across different configurations.

On TREC benchmarks, our proposed approach
achieves best NDCG on both versions of TREC test
data, +0.68 and +0.21 compared to the strongest
baseline, +1.37 and + 0.30 compared to the simple
FT model.

Our LCR configuration achieved the best over-
all performance with an average score of 44.94
across all BEIR datasets, showing consistent im-
provements over the public checkpoint (43.56) and
standard fine-tuning (44.46). Notable improve-
ments were observed on several key datasets as Sci-
fact, HotPotQA, Arguana, and NFCorpus, demon-
strating enhanced capability in handling complex,
multi-hop questions as well as maintaining robust
retrieval capabilities across specialized content.

Interestingly, while the Full configuration,
showed strong performance on specific datasets
like HotpotQA (55.22) and Quora (88.87), it didn’t
achieve the best overall average (42.96). This sug-
gests that the combination of all components might
lead to some interference effects in certain domains.
We used a model trained on MS-MARCO. Thus,
we only focus on the average result metric as indi-
vidual benchmarks would require fine-tuning.

E Reformulation experiments

As discussed in this paper, query reformulation
is out of the scope of this work as it introduces
strong drawbacks, including cost and latency, to the
retrieval pipeline. However, for completeness we
ran two simple train-free reformulation approaches
as additional baselines.

The first approach, here indicated as Centroid,
was introduced by Kostric and Balog (2024). In
short, the DR model first computes the embeddings
of the original query eq and all of its k reformu-

Configuration NDCG@10 RBO@5
TREC-DL ’19

Public ckpt 64.35 14.07±0.12

FT 69.77 14.57±0.13

+ Gen. Qs 70.46 15.59±0.15

+ LQQ 69.39 16.07±0.14

+ LCR 71.14 19.47±0.14

TREC-DL ’20
Public ckpt 63.36 15.56±0.13

FT 65.52 16.11±0.14

+ Gen. Qs 65.49 16.35±0.15

+ LQQ 65.61 16.30±0.14

+ LCR 65.82 19.09±0.12

Table 10: Results on TREC DL benchmarks.

lations er1 . . . erk . Then, the embedding used to
compute the similarity against indexed documents
is defined as the average of all query embeddings
1

k+1(eq +
∑

i eri). The motivation of the approach
is that the centroid of these rewrites adds robust-
ness to the DR model as the center of mass of mul-
tiple reformualtions will likely correspond better
to the user’s information need than a single rewrite.
Note that, in the original work, a waighted average
is used, where each reformulation has a score de-
pending on the conversation history, not available
on our task. As second baseline, we ran the DR
model on all available reformulation and selected
the documents with highest scores with respect to
the reformulated query. By doing so, the model can
select documents that receive low score with the
original query but high score with a reformulation.

We tested these approaches on TREC-DL ’19
and ’20 benchmarks. Results are showed in Ta-
ble 12.

Both reformulation approaches show poor per-
formance. We conjecture these methods high-
light their benefits on conversational settings rather

15



C
on

fig
ur

at
io

n

Scifact

Arguana

Nfcorpus

Webis-touche2020

Fiqa

Dbpedia-entity

Climate-Fever

Quora

Scidocs

Trec-covid

HotPotQA

AVG
Pu

bl
ic

ck
pt

59
.9

8
51

.0
1

32
.1

1
16

.5
5

47
.4

2
35

.3
1

25
.3

5
87

.6
9

17
.3

9
58

.7
7

47
.5

7
43

.5
6

FT
59

.0
8

47
.7

2
31

.9
4

23
.8

9
46

.8
9

36
.7

2
25

.1
6

88
.1

5
16

.8
8

60
.6

0
52

.0
4

44
.4

6
+

G
en

.Q
s

59
.5

6
46

.8
6

32
.2

6
23

.8
2

44
.4

2
35

.8
6

26
.5

1
86

.8
1

16
.6

5
58

.4
8

53
.5

4
44

.0
7

+
L
Q
Q

59
.5

6
46

.7
4

31
.9

3
24

.5
2

46
.3

8
36

.7
1

25
.3

9
88

.9
1

16
.8

8
55

.2
3

54
.5

0
44

.2
5

+
L
C
R

60
.4

6
48

.5
0

32
.7

7
23

.5
4

46
.1

6
36

.6
2

26
.0

4
88

.6
1

17
.2

4
60

.2
6

54
.1

9
44

.9
4

Fu
ll

59
.9

5
45

.4
2

32
.6

1
23

.8
8

43
.1

8
36

.5
3

25
.9

5
88

.8
7

16
.9

9
44

.0
0

55
.2

2
42

.9
6

Ta
bl

e
11

:R
es

ul
ts

on
B

E
IR

be
nc

hm
ar

k.
T

he
m

od
el

,M
PN

et
,i

s
tr

ai
ne

d
on

M
S-

M
A

R
C

O
.D

at
as

et
as

C
Q

A
du

ps
ta

ck
,B

io
A

SQ
,S

ig
na

l1
m

,T
re

c-
ne

w
s,

R
ob

us
t0

4
ar

e
no

ti
nc

lu
de

d
si

ce
th

ey
w

er
e

no
ta

va
ila

bl
e.

16



Configuration P@1 NDCG@10
TREC-DL ’19

No reformulation 83.72 69.77
Centroid 76.74 67.16
Best 82.80 65.02

TREC-DL ’20
No reformulation 81.48 65.52
Centroid 78.22 61.68
Best 80.95 65.47

Table 12: Results of reformulation approaches on TREC
DL benchmarks.

than single turn Q&A. Other authors (Wang et al.,
2020b) applied more complex techniques, where
a reformulator model is trained and rewarded to
generate queries to achieve higher retrieval perfor-
mance. However, results showed a very limited
improvement on TREC-DL benchmarks, less than
0.1% NDCG@10.

F Retrieve and Generate

In order to further explore the contribution of our
DR models on downstream applications, we simu-
lated a RAG pipeline.

We used an LLM, Mistral-7B-Instruct-v0.2, to
generate an answer while using the top-5 docu-
ments retrieved by various DR models. Specifically,
we used the MPNet fine-tuned on MS-MARCO
with MNRL and our CR losses. The LLM, eval-
uated on KILT benchmarks (Petroni et al., 2020),
showed an average improvement in accuracy by
+0.4%, from 60.0 (MNRL) to 60.4 (our CR loss).

This quick experiment is not meant to be exhaus-
tive as the focus of this work is improving quality
and coherence of DR models. The aim is to pro-
vide an intuition of downstream effects in terms of
accuracy. These results need to be explored further.
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