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ABSTRACT
Predictive maintenance (PdM) is one of the most important machine learning (ML) use cases in a wide range of businesses that own or manufacture machinery. Many PdM applications utilize event logs/sequences that record machine operating conditions and health data. However, industrial scale PdM use cases bring a variety of challenges which makes it difficult to directly apply state-of-the-art models. In this work, we start with a PdM use case from a company Light & Wonder (L&W) Inc., which requires us to work with about 280 million events from ~500 gaming machines accumulated over 10 months, and a short 24-hour time window could contain from 0 to approximately 29,000 events. Developing performant models for event sequence data at such scale is a non-trivial task. In this work, we propose a generic, generalizable modeling framework which we refer to as ElasticPdM for industrial scale PdM applications using event log data, which uses novel methods including time-adaptive event sequence binning and time-aware event sequence embedding to process long event sequences. Applied on the real-world L&W data, our ElasticPdM is 13-20% more accurate than state-of-the-art baselines on Recall at High Precision metrics used commonly for PdM.
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1 INTRODUCTION
Predictive maintenance (PdM) is one of the most important machine learning (ML) use cases for businesses with physical equipment or machinery [6, 20, 27] and is becoming much more prevalent in recent years due to the increasing availability of connected devices, cheap storage systems and computational power. With PdM, businesses can act more proactively and take corrective actions that prevent potential machine failures, which reduces machine downtime and improves operating efficiency. While many PdM use cases rely on sensors that record physical properties such as temperature and vibration [1, 13, 16], a wide range of applications utilize machine event logs, where each event is associated with a marker and a timestamp [11, 12, 21]. Modeling such event sequence data is therefore the key to building an effective PdM solution. Recent advances in ML demonstrated that deep neural networks (DNNs), especially Transformers are the state-of-the-art architectures for sequence modeling tasks [23]. However, directly applying these models is difficult due to a variety of challenges in real-world PdM use cases. One challenge is related to the large number and uneven distribution of events over time, where a small time window could contain a few to tens of thousands of events or more.

In this work, we address a real-world industrial scale predictive maintenance use case and share the practical lessons and insights we gained building a Transformer-based model for productionization. The use case is from Light&Wonder (L&W), a leading cross-platform gaming company that provides gaming equipment and services. L&W remotely streams event log data from gaming machines distributed globally and want to use the data for PdM. The event log data is expected to cover approximately half-million machines when reaching its full potential. Currently, a 10-month log from approximately 500 machines already contains 280 million events which makes it imperative to build a scalable data processing and modeling solution. To address this challenge, we propose ElasticPdM, a modeling framework that uses novel methods including time-adaptive event sequence binning and time-aware event sequence
embedding to process long event sequences. We validate the design of ElasticPdM through comparisons with baseline models as well as ablation studies. The result demonstrated that our approach performs 13-20% better on key Recall at High Precision metrics commonly used for evaluating PdM models. At the same time, L&W is actively working on deployment of ElasticPdM.

2 RELATED WORK

PdM techniques utilize ML to determine the conditions of equipment and devices in a look-ahead time window, and allows proactive actions to be planned to avoid potential breakdowns. PdM has applications in a wide range of domains with physical equipment such as medical devices [21], automated teller machines (ATM) [11], electric propulsion systems [3], rolling-element bearings [14], computer workstations [19] etc. Many existing work on PdM utilize conventional ML models, including support vector machine (SVM) [8] and decision tree-based models [11, 21]. An important benefit of these models is their interpretability that can help reveal contributors to machine breakdowns. Recently, Deep Neural Networks (DNNs) demonstrate superior performance on modeling temporal sequences for tasks like natural language and speech processing [9, 23, 24] and time series analysis [18, 22]. However, only a handful of work adopt DNNs for PdM task so far. For example, Juodelyte et. al [14] focused on continuous vibration signals (instead of discrete events) and utilized fully connected networks to predict bearing degradation from time- and frequency-domain signals. Hafeez et. al develops long short-term memory networks (LSTMs) tackling the large number of variables in predicting the next fault event from vehicular Diagnostic Trouble Code (DTC) [12]. Our work differs from the above in that our ElasticPdM architecture consists of a suite of fully connected, convolutional and transformer DNN modules, and we designed a systematic hyperparameter-tuning/architectural search approach to determine the optimal network structure. Another line of work formulate the problem as the remaining useful life (RUL) regression, such as the regression-based method [17], covariate based hazard models [25], estimation with dynamic Bayesian network [5], and those based on neural networks such as RNN [26]. The main reason that we formulated it as a classification problem is to convey actionable instructions to end users who deploy our PdM framework and prefer a simpler decision: whether to dispatch contributors to machine breakdowns. Recently, Deep Neural Networks (DNNs) demonstrate superior performance on modeling temporal sequences for tasks like natural language and speech processing [9, 23, 24] and time series analysis [18, 22]. However, only a handful of work adopt DNNs for PdM task so far. For example, Juodelyte et. al [14] focused on continuous vibration signals (instead of discrete events) and utilized fully connected networks to predict bearing degradation from time- and frequency-domain signals. Hafeez et. al develops long short-term memory networks (LSTMs) tackling the large number of variables in predicting the next fault event from vehicular Diagnostic Trouble Code (DTC) [12]. Our work differs from the above in that our ElasticPdM architecture consists of a suite of fully connected, convolutional and transformer DNN modules, and we designed a systematic hyperparameter-tuning/architectural search approach to determine the optimal network structure. Another line of work formulate the problem as the remaining useful life (RUL) regression, such as the regression-based method [17], covariate based hazard models [25], estimation with dynamic Bayesian network [5], and those based on neural networks such as RNN [26]. The main reason that we formulated it as a classification problem is to convey actionable instructions to end users who deploy our PdM framework and prefer a simpler decision: whether to dispatch workers onsite or not. To reduce label noise we augmented the data with overlapping sliding windows such that sufficient training signals are used for evaluating PdM models. At the same time, L&W is actively working on deployment of ElasticPdM.

3 BACKGROUND AND PROBLEM SETTING

Our work starts with a real-world, large-scale predictive maintenance use case from Light & Wonder (L&W), a leading cross-platform gaming company that provides gaming equipment and services. L&W recently developed a secure solution to stream telemetry and health data remotely from gaming machines, which is expected to cover approximately half-million machines distributed globally when reaching its full potential. Approximately 500 different types of machine events are being monitored in near real-time to give a full picture about machine conditions.

L&W’s goal is leveraging the streamed machine events data to enable predictive maintenance. The benefit is two-fold: by focusing service teams’ limited bandwidth on machines with potential failures, L&W can reduce the effort spent on regular inspections; with advanced alerts for machines with high-probability of breakdowns, L&W can proactively dispatch service teams to reduce machine downtime and avoid significant revenue loss for customers.

Next, we formally define the problem and introduce the notations used in the paper. The problem formulation can be easily applied to other predictive maintenance use cases. We denote event stream from a single machine as \( \mathcal{D} = \{d_i\}_{i=1}^{N} \). Each \( d_i \) includes an event marker and a timestamp, \( d_i = (e_i, t_i) \), where \( e_i \) belongs to a predefined set of event types which denote as \( \mathcal{C} = \{c_k\}_{k=1}^{K} \). \( K = |\mathcal{C}| \) is the number of different event types. For each machine at any time \( t \), we can collect the recent event history up to \( t \) with a look-back time window of length \( w_b \), which we denote as \( \mathcal{H}_{t-w_b,t} = \{(e_j, t_j) : t - w_b < t_j \leq t\} \). Note that due to the uneven distribution of events over time, \( \mathcal{H}_{t-w_b,t} \) may contain varying number of events. For the gaming machines from L&W, we found that a 24 hour time window could contain 0 to approximately 29,000 events. Besides event logs, each machine is also associated with a set of time-invariant features which we refer to as machine metadata. Each feature could be a categorical variable (e.g. the operating system), a set (e.g. the game themes) or a numerical variable.

Given a machine’s recent event history \( \mathcal{H}_{t-w_b,t} \) and the associated metadata \( \mathcal{X}^\text{meta} \), our goal is predicting the conditional probability of machine failure within a look-ahead window \( w_a \), denoted as

\[
p^{t, w_a | \text{fail}}(y = 1 | \mathcal{H}_{t-w_a,t}, \mathcal{X}^\text{meta}) \tag{1}
\]

where \( y = 1 \) indicates that the machine encountered malfunctions within the time window \( (t, t + w_a) \) and vice versa. The length of the look-ahead window \( w_a \) is case dependent and is set to six hours for the gaming machines in L&W’s case.

Figure 1: Our problem formulation and the proposed time-adaptive event sequence binning method. At any prediction time \( t \), we utilize historical event sequences from a look-back time window, to predict the probability of machine breakdown within the look-ahead window. To handle large number of events and long event histories, we apply time-adaptive sequence binning which uses finer resolution for recent history. The event frequencies are computed in each bin as model input.
Table 1: Notations used in the paper.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D = {d_i}_{i=1}^T$</td>
<td>An event sequence of length $T$</td>
</tr>
<tr>
<td>$d_i = (e_i, t_i)$</td>
<td>Data contained in an event sequence includes an event marker $e_i$ and a timestamp $t_i$</td>
</tr>
<tr>
<td>$C = {c_k}_{k=1}^K$</td>
<td>Set of predefined event types with $K$ as the total number of unique events</td>
</tr>
<tr>
<td>$w_b$</td>
<td>Look-back window length</td>
</tr>
<tr>
<td>$w_a$</td>
<td>Look-ahead window length</td>
</tr>
<tr>
<td>$H_t(t_j)$</td>
<td>Set of events between time $t_i$ and $t_j$</td>
</tr>
<tr>
<td>$B$</td>
<td>Number of bins</td>
</tr>
<tr>
<td>$l$</td>
<td>Shortest, most recent bin length</td>
</tr>
<tr>
<td>$s$</td>
<td>Bin length increase step</td>
</tr>
<tr>
<td>$r$</td>
<td>Bin length increase factor</td>
</tr>
<tr>
<td>$X^{bin} = {x_i}_{i=1}^B$</td>
<td>Binned representations</td>
</tr>
<tr>
<td>$T^{bin} = {t_i}_{i=1}^B$</td>
<td>Timestamps associated with the binned representations</td>
</tr>
<tr>
<td>$X^{meta}$</td>
<td>Metadata</td>
</tr>
</tbody>
</table>

4 METHODOLOGY

In this section, we describe our proposed modeling framework ElasticPdM for predictive maintenance of gaming machines based on machine event log data.

4.1 Proposed modeling framework: ElasticPdM

4.1.1 Time-adaptive event sequence binning. As discussed in the last section, in event log-based PdM applications, the number of events in a time window can be huge and varies dramatically over time. Therefore an effective model needs to be able to handle extremely long sequences while still retaining meaningful representations for very short ones. We propose the use of time-adaptive event sequence binning to handle this challenge in the feature extraction stage, inspired by the findings that more distant events in the history may contain less useful signals for sequence prediction [4]. Specifically, we divide a look-back time window into bins of varying lengths and calculate the event frequencies in each bin. We use shorter bins to preserve finer time resolution in recent history and use longer bins to cover distant history. Varying bin lengths allow us to integrate information from a longer look-back window (which usually improves model performance, as shown in Table 5) without drastically increasing computational cost. This is especially important for Transformer-based models due to their quadratic time complexity of $O(w_b^2)$.

Formally, we specify the length of the shortest bin (bin ending at time $t$) as $l$, and update the bin length for every $s$ bins with the multiplier of $r$ ($r > 1$). The bin length for $i$-th bin is:

$$l_i = l \cdot r^{(i-1)/s}$$

(2)

Figure 1 illustrates it using a toy sample. In this example, the look-back window is divided into six gradually longer bins, and the event frequencies are calculated for each bin.

Due to the exponential increase in bin length, the number of bins required to cover a fixed-length window $w_b$ under selected $s, l, r$ can be calculated as:

$$B = s \cdot \lceil \log_r (\frac{r-1}{w_b} + 1) \rceil$$

(3)

Therefore, the time and space complexity for every layer of the Transformer is $O((\log w_b)^2)$. This is compared to the complexity of $O(w_b^2)$ for the evenly binning approach.

We denote the start and end time of the $i$-th bin as $t_{i+1}$ and $t_i$.

The event history contained in the $i$-th bin is $H_i = H_{t_i(t_{i+1})}$. We count the frequency of each event $c_k$ in $H_i$ (noted as $\#(c_k)$), and normalize it by the average frequency of $c_k$ in $i$-th bin, calculated based on all the training samples. This reduces the overwhelming effect of frequent, but less important events such as "start of game" in the gaming machines. Formally,

$$x_{i}^{(k)} = \frac{\#(c_k)}{\#(c_k)}$$

(4)

For each $i$-th bin, we can obtain its representation $X_i \in \mathbb{R}^K$, where $K$ is the number of unique events in the dataset. Binned event frequencies $X^{bin} = \{x_i\}_{i=1}^B$ as well as the timestamps for each bin $T^{bin} = \{t_i\}_{i=1}^B$ are inputs to ElasticPdM as illustrated in Figure 2, along with machine metadata.

4.1.2 Multi-modal embedding. As illustrated in Figure 2, the embedding module of ElasticPdM contains:

- **Time-aware event sequence embedding.** The event sequence data contains both the event sequences and the timestamps. Although it appears that the event itself is the predominant signal, we found that the timestamp information is indispensable in achieving performant predictions. To this end, we extract time-aware embedding that tightly incorporate time and event sequence embedding. We capture timestamp information in the model by extracting features from the timestamps associated with the bins, i.e. $T^{bin} = \{t_i\}_{i=1}^B$. Each $t_i$ is converted into a feature vector by extracting its month-of-year, day-of-month, day-of-week, hour-of-day, minute-of-hour and etc. Each extracted feature is converted to a normalized numerical variable that ranges from -1 to 1. For example, Monday, Tuesday and Sunday are first marked as 0, 1, and 6 respectively, and then scaled to [-1,1]. We also feed the event frequency representation of each bin, i.e. $x_i \in \mathbb{R}^K$ through a learnable linear layer to obtain event embedding. The event embedding and timestamp embedding are then concatenated along the feature channel in each bin. The time-varying signals need to be captured early on by the model. Therefore, we feed the concatenated embedding at the very beginning of the model architecture as input to the CNN module.

- **Metadata embedding.** Metadata contains machine-specific features. Example of machine metadata from L&K include locations, game themes, etc. To provide comprehensive signal for predictive maintenance, we include metadata information in ElasticPdM. We use one-hot encoding for categorical features (e.g. the operating system) and multi-hot encoding for features containing set information (e.g. the game themes) respectively. The encoded features are concatenated and an MLP is used to obtain the final metadata embedding. Considering the static nature of the metadata, we feed it
and normal operation, we utilize class-weighted cross entropy loss considering the high class imbalance between machine breakdown and normal operation. We define a CNN block as a residual block which contains two sequentially connected 1D convolutional layers with batch normalization, ReLU, and dropout. The 1D convolutional module preserves the length of the input sequence for easy stacking with other modules. The total number of CNN blocks in the module is a tunable hyper-parameter (including the value of zero, meaning the absence). The transformer module is stacked on top of the CNN module to capture the temporal dependencies in the entire look-back time window. The module takes in positional encoding along with the output from CNN. Each block in this module is comprised of a multi-head self-attention structure. The total number of blocks in the transformer module is also a tunable hyper-parameter. The temporal pooling module further pools the transformer embedding to obtain sequence-level representation. We utilize a local average-pooling layer followed by a linear layer, ReLU, batch normalization, and a global max pooling layer for full temporal aggregation. The sequence-level embedding is concatenated with the metadata embedding as input to the classification module. The classification module predicts the probability of machine failure using two fully connected layers with batch normalization and ReLU in between.

4.1 Putting it all together. ElasticPdM takes the multi-modal embedding and predicts machine failure probability. Figure 2 shows the model architecture. The CNN module collects the temporal local information from neighboring bins. The position encoding is concatenated with the metadata embedding as input to the downstream neural network. We utilize a local average-pooling layer followed by a linear layer, ReLU, batch normalization, and a global max pooling layer for full temporal aggregation. The sequence-level embedding is concatenated with the metadata embedding as input to the classification module. The classification module predicts the probability of machine failure using two fully connected layers with batch normalization and ReLU in between.

5 IMPLEMENTATION

Considering the high class imbalance between machine breakdown and normal operation, we utilize class-weighted cross entropy loss to train the ElasticPdM model. The class weights are tunable hyper-parameters and designed to adjust for imbalanced distribution between positive (machine failure) and negative (normal operation) classes. We perform the training using Adam optimizer and learning rate decay. We utilize Amazon SageMaker Hyper-parameter Optimization (HPO)\(^2\) to efficiently search the large space of training hyper-parameters, as well as model architectures determined by the number of layers in the CNN and Transformer modules (details about the hyper-parameter search setting in Amazon SageMaker HPO can be found in Appendix A.2). The number of layer parameter includes the option of value 0, meaning the complete absence of the corresponding module. This unified HPO approach allows us to identify the optimal hyper-parameters and model architecture at the same time. SageMaker HPO carries out a Bayesian search with multiple GPU instances in parallel and we evaluate on a held-out validation set. The best model architecture we identified contains two CNN blocks, one Transformer block with four heads. We use Amazon Athena\(^3\) to collect time-windows with random start time for model training and evaluation. The architecture diagram of the model training and inference pipeline can be found in Appendix A.1.

6 EXPERIMENTS

In this section, we present ElasticPdM’s performance on the real-world anonymized gaming machine log data provided by L&W.

6.1 Evaluate ElasticPdM

6.1.1 Data setup. LnW data contains about 280 million events from ~500 gaming machines accumulated over 10 months, and a short

\(^2\)https://docs.aws.amazon.com/sagemaker/latest/dg/automatic-model-tuning-how-it-works.html

\(^3\)https://aws.amazon.com/athena/
Table 2: ElasticPdM wins: Comparison of ElasticPdM and different baseline methods. All results are obtained based on the 48-hour look-back window data. Results are in the format of mean (std.) and in percentage. Our approach consistently outperforms baseline models on all metrics (compare AutoGluon with ElasticPdM-Ensemble, both are ensembled models).

<table>
<thead>
<tr>
<th>Model</th>
<th>AUROC</th>
<th>AUPRC</th>
<th>ARHP</th>
<th>Recall@80%P</th>
<th>Recall@70%P</th>
<th>Prec@1%</th>
<th>Prec@2%</th>
</tr>
</thead>
<tbody>
<tr>
<td>XGBoost</td>
<td>69.62</td>
<td>43.85</td>
<td>17.82</td>
<td>11.19</td>
<td>17.83</td>
<td>89.58</td>
<td>82.94</td>
</tr>
<tr>
<td>LightGBM</td>
<td>68.73</td>
<td>42.24</td>
<td>15.49</td>
<td>9.35</td>
<td>15.01</td>
<td>88.29</td>
<td>81.3</td>
</tr>
<tr>
<td>AutoGluon</td>
<td>70.82</td>
<td>45.52</td>
<td>20.26</td>
<td>12.89</td>
<td>19.91</td>
<td>91.35</td>
<td>84.93</td>
</tr>
<tr>
<td>CNN</td>
<td>72.13 (0.42)</td>
<td>48.16 (0.48)</td>
<td>24.69 (0.82)</td>
<td>17.37 (0.93)</td>
<td>24.86 (0.88)</td>
<td>90.61 (0.63)</td>
<td>86.66 (1.18)</td>
</tr>
<tr>
<td>LSTM</td>
<td>71.07 (0.54)</td>
<td>47.11 (0.70)</td>
<td>23.82 (0.69)</td>
<td>16.03 (0.53)</td>
<td>24.18 (0.88)</td>
<td>88.66 (1.19)</td>
<td>85.38 (0.74)</td>
</tr>
<tr>
<td>CNN-LSTM</td>
<td>72.30 (0.08)</td>
<td>48.91 (0.43)</td>
<td>27.05 (1.06)</td>
<td>19.57 (1.55)</td>
<td>27.47 (1.10)</td>
<td>88.73 (1.08)</td>
<td>86.37 (0.46)</td>
</tr>
</tbody>
</table>

Ours: ElasticPdM | 73.51 (0.57) | 51.36 (0.25) | 30.57 (0.50) | 23.56 (1.23) | 30.82 (0.37) | 90.84 (2.58) | 89.08 (1.41) |
Ours: ElasticPdM-Ensemble | 74.88 | 53.32 | 32.62 | 25.87 | 32.73 | 92.48 | 90.62 |

24-hour time window could contain maximally 29,000 events. We utilize temporal split to construct training, validation, and testing sets to avoid data leakage. In particular, we extract data in the time range 10/1/2021 - 6/16/2022 for training, 6/16/2022 - 7/1/2022 for validation, and 7/1/2022 - 7/31/2022 for testing. All the results are reported on the test set. For each data set, we randomly sample the timestamps as the prediction time $t$, and extract the corresponding look-back windows, as well as ground-truth prediction labels based on the presence of machine breakdown in the look-ahead window.

The train-validation-test ratio is 7:1:2 with a total size of 1 million.

For neural network models including CNN, Long short-term memory (LSTM) and a combination of CNN and LSTM. For decision tree-based models, we utilize AutoGluon [10] which helps efficiently benchmark against XGBoost [7] and LightGBM [15]. AutoGluon automates data preprocessing, hyper-parameter tuning, and model ensemble with AutoML. We feed the following features into AutoGluon for model training and evaluation: machine metadata, look-back window start time and end time, binned event frequencies concatenated into a flattened feature vector.

For neural network models including CNN, LSTM and CNN-LSTM, we use Amazon SageMaker HPO to find the best training and architecture hyper-parameters. The HPO search setting as well as the best hyper-parameter can be found in Appendix A.2 and Section 6.1.3.

6.1.2 Baselines. Our baselines include decision tree-based models, which are widely used in PdM literature and neural network models including CNN, Long short-term memory (LSTM) and a combination of CNN and LSTM. For decision tree-based models, we utilize AutoGluon [10], which helps efficiently benchmark against XGBoost [7] and LightGBM [15]. AutoGluon automates data preprocessing, hyper-parameter tuning, and model ensemble with AutoML. We feed the following features into AutoGluon for model training and evaluation: machine metadata, look-back window start time and end time, binned event frequencies concatenated into a flattened feature vector.

For neural network models including CNN, LSTM and CNN-LSTM, we use Amazon SageMaker HPO to find the best training and architecture hyper-parameters. The HPO search setting as well as the best hyper-parameter can be found in Appendix A.2 and Section 6.1.3.

6.1.3 Hyperparameter settings for neural networks. The following hyper-parameters are shared: batch size is 256, dropout rate is 0.25, learning rate decay factor 0.316, learning rate decay steps 20.

CNN: kernel size is 7, dimension of model is 640, number of bins is 120, number of CNN blocks is 9, number of LSTM blocks is 2, class weight in loss function is 0.213422, learning rate is 1e-4.

ElasticPdM: CNN kernel size is 7, number of attention heads is 4, dimension of model is 320, number of bins is 120, number of CNN blocks is 2, number of Transformer block is 1, class weight in loss function is 0.35, learning rate is 1e-3.

6.1.4 Evaluation metrics. In our predictive maintenance use case with L&W, precision is considered more important than recall, since any unnecessary maintenance due to false alarm will drive up the cost. To measure model performance under high precision, we introduce a new metric, named Average Recall at High Precision (ARHP). ARHP is defined as the averaged recall rate at 60%, 70%, and 80% precision. ARHP is used as the most important metric by L&W to evaluate the PdM model. We also report precision at top K% (Prec@K%, K=1,2), which evaluates the precision among the top K% instances ranked by the predicted probability. Additionally, we also report AUROC (Area Under the Receiver Operating Characteristic) and AUPRC (Area Under the Precision-Recall Curve) as the supporting metrics. For neural network based models, we repeat each experiment for five times with random weight initialization and report the mean and standard deviation (std.) of the results.

We note that a high priority is put in obtaining model that meets the requirements from the end-users, instead of defining the success metric on our own. We decided to prioritize the ARHP metric after extensive discussion with our collaborators that are responsible for producing and maintaining the machines. While respecting the end-user preference, our framework is also flexible to be adjusted to optimize an alternative metric, if the use case changes, and we believe this is one of the advantages of our system (by changing the HPO code block illustrated in Appendix A.2).

6.1.5 Baseline comparison results. Table 2 summarizes the experimental results from baselines and our ElasticPdM model. ElasticPdM outperforms all baseline methods. For example, it achieves almost 83% relative improvement in Recall@80%Precision, and 50.9% relative improvement in ARHP compared to AutoGluon. Compared with CNN-LSTM, the best model among the baseline techniques, ElasticPdM achieves 20.4% relative improvement in Recall@80%Precision and 13.0% relative improvement in ARHP. This

---

Due to the large number of features after concatenation of bins, we can maximally use 12 bins in AutoGluon without crashing the memory (ml.r5.24xlarge instance on Amazon SageMaker, 768GB RAM).
means that ElasticPdM can capture significantly more malfunctions before they occur. Model ensembling further improves the performance, where we used the mean ensemble of five independently initialized ElasticPdM models. For all NN-based models we use 48 hour look-back time window with 120 evenly sized bins. Figure 3 further shows that using ElasticPdM with time-adaptive event sequence binning can achieve performance on par with evenly sized 120 bins with significantly less amount of bins (60) and 50% less training time.

6.1.6 Ablation study results. In this section, we report results from detailed ablation studies on the following components of ElasticPdM: time-adaptive sequence binning (Section 4.1.1), time-aware event sequence embedding and metadata embedding (Section 4.1.2), look-back window length $w_l$ (Section 3).

**Figure 3: Using time-adaptive event sequence binning, the performance improvement is much faster and more significant when increasing the number of bins. With 60 bins, time-adaptive binning is able to achieve ARHP on-par with 120 uniform bins, which reduces 50% of the training time.**

**Effect of time-adaptive event sequence binning.** We study how time-adaptive event sequence binning can improve model performance with lower computational footprint. Figure 3 compares uniform event sequence binning with time-adaptive event sequence binning under different bin number settings, and plots ARHP against the training time needed per epoch. Notice that for both uniform and time-adaptive binning settings, the model performance consistently improves with increased bin numbers and plateaus later on. However, with time-adaptive event sequence binning, the performance improvement is much faster and more significant. With 60 bins, time-adaptive binning is able to achieve ARHP on-par with 120 uniform bins, which reduces 50% of the training time needed. The following settings in Table 4 are used to conduct the ablation study on the effect of time-adaptive event sequence binning and the number of bins in Section 6.1.6:

**Effect of time-aware event sequence embedding and metadata embedding.** In Table 3, we compare ElasticPdM with its variants: ElasticPdM$_T$ excludes timestamp embedding in event sequence data; ElasticPdM$_M$ excludes metadata embedding. We observe that the integration of timestamp embedding and metadata embedding greatly improves model performance, especially on the ARHP metric, and the combination of all modalities achieves the best performance. The result demonstrates the effectiveness and necessity of our multi-modal embedding design.

**Effect of different look-back window lengths.** We perform ablation study on the look-back window length (Section 3) to investigate how it affects the model performance. Table 5 show that increasing the window length significantly improves model performance, as they contain more historical information to help with the prediction. All the results are obtained using same hyper-parameter settings described in Section 6.1.3 with 120 evenly sized bins. We plan to evaluate even longer look-back windows in the next steps as L&W deploys ElasticPdM.

7 CONCLUSION AND DISCUSSION

In this paper, we propose ElasticPdM, a novel modeling framework for real-world, industry-scale predictive maintenance use cases using machine event log data. ElasticPdM contains two critical novel designs for performance and scalability, i.e. time-aware event sequence embedding and time-adaptive temporal binning. ElasticPdM significantly outperforms strong baselines on real-world machine log data with 280 million events from ~500 machines.

ElasticPdM is under active deployment at Light&Wonder to provide early warnings for predictive maintenance of large-scale gaming machines. L&W is also looking into collecting more machine telematics data to further improve predictive performance. Such data could include but is not limited to: machine CPU temperature, machine vibrations and etc.
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Table 3: Time-aware event sequence embedding and metadata embedding are both critical to obtain the most performant model. Results are in the format of mean (std.) and in percentage.

<table>
<thead>
<tr>
<th>Model</th>
<th>AUROC</th>
<th>AUPRC</th>
<th>ARHP</th>
<th>Recall@80%P</th>
<th>Recall@70%P</th>
<th>Prec@1%</th>
<th>Prec@2%</th>
</tr>
</thead>
<tbody>
<tr>
<td>ElasticPdM</td>
<td>71.90 (0.30)</td>
<td>47.16 (0.39)</td>
<td>22.80 (0.33)</td>
<td>15.37 (0.56)</td>
<td>23.03 (0.17)</td>
<td>90.63 (1.56)</td>
<td>86.09 (1.02)</td>
</tr>
<tr>
<td>ElasticPdM_M</td>
<td>70.92 (0.22)</td>
<td>43.52 (0.37)</td>
<td>15.62 (0.96)</td>
<td>8.92 (0.56)</td>
<td>15.52 (1.28)</td>
<td>85.07 (1.50)</td>
<td>80.41 (0.58)</td>
</tr>
<tr>
<td>ElasticPdM</td>
<td>73.51 (0.57)</td>
<td>51.36 (0.25)</td>
<td>30.57 (0.50)</td>
<td>23.56 (1.23)</td>
<td>30.82 (0.37)</td>
<td>90.84 (2.58)</td>
<td>89.08 (1.41)</td>
</tr>
</tbody>
</table>

Table 4: Time-adaptive event sequence binning settings

<table>
<thead>
<tr>
<th>Setting ID</th>
<th>B</th>
<th>s</th>
<th>l</th>
<th>r</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>2</td>
<td>0.4</td>
<td>2.4477</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>5</td>
<td>0.4</td>
<td>2.4433</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>5</td>
<td>0.4</td>
<td>1.5609</td>
</tr>
<tr>
<td>4</td>
<td>60</td>
<td>6</td>
<td>0.4</td>
<td>1.1469</td>
</tr>
</tbody>
</table>

Table 5: Longer look-back time window improves model performance significantly. Results are in percentage.

<table>
<thead>
<tr>
<th>Look-back window</th>
<th>AUPRC</th>
<th>ARHP</th>
<th>Recall@80%P</th>
<th>Recall@70%P</th>
</tr>
</thead>
<tbody>
<tr>
<td>6 hours</td>
<td>45.37</td>
<td>17.91</td>
<td>12.1</td>
<td>17.32</td>
</tr>
<tr>
<td>12 hours</td>
<td>46.5</td>
<td>18.47</td>
<td>12.30</td>
<td>18.10</td>
</tr>
<tr>
<td>24 hours</td>
<td>49.02</td>
<td>22.7</td>
<td>15.6</td>
<td>21.63</td>
</tr>
<tr>
<td>48 hours</td>
<td>51.36</td>
<td>30.57</td>
<td>23.56</td>
<td>30.82</td>
</tr>
</tbody>
</table>

A. ELASTICPDM CONFIGURATIONS

A.1 Training and Inference Architecture

Figure 4 illustrates solution architecture for predictive maintenance of gaming machines at Light&Wonder. The training pipeline illustrated in the top half of the figure uses Amazon S3\(^6\) to store historical event logs streamed from remote gaming machines. The event logs are stored in partitions using their timestamps to allow for faster data query via Amazon Athena. Using Amazon Athena, we obtained randomly sampled windows from train, validation and test periods and store the data for training in S3. Amazon SageMaker Notebook is used by scientists to initiate HPO / training jobs running in parallel on multiple GPU instances. The model is then deployed as a SageMaker inference endpoint. The inference pipeline illustrated in the bottom half of the figure supports the following workflow, (assuming that latest data is continuously updated in S3): 1) user requests inference on the probability of machine failures at a selected timestamp in a dashboard; 2) data extraction request is triggered to load data from Amazon S3 using Athena; 3) extracted data is saved back to Amazon S3; 4) newly saved data triggers AWS Lambda\(^7\) function; 5) lambda function triggers Amazon SageMaker batch transform for inference; 6) predicted data from SageMaker Transform job is saved back to S3; 7) prediction results are visualized in the dashboard.

A.2 HPO Settings in Amazon SageMaker

We setup the HPO training jobs on 4gdn.xlarge GPU instances. A total of 300 jobs (i.e., hyper-parameter settings) was experimented with the Bayesian optimization algorithm to search for the best validation ARHP. A maximum of 15 parallel jobs was allowed. We focused on the model hyper-parameters, such as the number of layers in different modules, dimension of the model; and training hyper-parameters, such as learning rate, class weight in the

---

\(^{6}\)https://aws.amazon.com/s3/

\(^{7}\)https://aws.amazon.com/lambda/
Figure 4: Solution architecture on AWS for predictive maintenance of gaming machines at Light&Wonder. The top half illustrates the training pipeline and the bottom half illustrates the inference pipeline.

loss function, etc. The HPO script contains the range for each hyperparameter being searched in ElasticPdM as well as some fixed hyperparameter settings.

```python
import sagemaker
from sagemaker.tuner import (IntegerParameter, CategoricalParameter, ContinuousParameter, HyperparameterTuner,
)
from sagemaker.pytorch import PyTorch

# define training setup
estimator = PyTorch(
    entry_point=os.path.join(DIR, 'hpo_train.py'), # entry script
    ... # other settings
    py_version="py3",
    instance_count=1,
    instance_type="ml.g4dn.4xlarge",
    hyperparameters={"num_epochs": 50,
                     "num_workers": 8,
                     "batch_size": 256,
                     "time_window_length": 48,
                     max_run=432000,
    }
)

# define hyperparameters and search ranges
hyperparameter_ranges = {
    "fc1_out_dim": CategoricalParameter([20, 40, 80, 160]),
    "learning_rate": ContinuousParameter(5e-4, 1e-3, scaling_type="Logarithmic"),
    "loss_weight": ContinuousParameter(0.1, 0.9),
    "num_bins": CategoricalParameter([10, 40, 60, 128, 240]),
    "dropout_rate": CategoricalParameter([0.1, 0.2, 0.3, 0.4, 0.5]),
    "dim_model": CategoricalParameter([160, 320, 480, 640]),
    "num_layers": CategoricalParameter([3, 5, 7, 9]),
    "num_transformer_layers": IntegerParameter(0, 4),
    "num_heads": CategoricalParameter([4, 8]),
    "num_cnn_layers": IntegerParameter(0, 10),
    "cnn_kernel": CategoricalParameter([3, 5, 7, 9]),
    "num_rnn_layers": IntegerParameter(0, 10),
    "dim_rnn": CategoricalParameter([128, 256]),
}

# define the name of objective metric
objective_metric_name = "dev ARHP"
# define the metric strategy
objective_type = "Maximize"
# define the regex to capture
# the objective metric from the model training log
metric_definitions = [{"Name": "dev ARHP",
                      "Regex": "Current ARHP: (.*?),"}]

# define the hyperparameter tuner
tuner = HyperparameterTuner(
    estimator,
    objective_metric_name,
    hyperparameter_ranges,
    metric_definitions,
    max_jobs=300,
    max_parallel_jobs=15,
    objective_type=objective_type,
)

# start tuning
tuner.fit({"training": inputs})
```