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ABSTRACT
Named entity recognition (NER) forWeb queries is very challenging.
Queries often do not consist of well-formed sentences, and contain
very little context, with highly ambiguous queried entities. Code-
mixed queries, with entities in a di�erent language than the rest of
the query, pose a particular challenge in domains like e-commerce
(e.g. queries containing movie or product names).

This work tackles NER for code-mixed queries, where entities
and non-entity query terms co-exist simultaneously in di�erent
languages. Our contributions are twofold. First, to address the lack
of code-mixed NER data we create EMBER, a large-scale dataset
in six languages with four di�erent scripts. Based on Bing query
data, we include numerous language combinations that showcase
real-world search scenarios. Secondly, we propose a novel gated
architecture that enhances existingmulti-lingual Transformers with
a Mixture-of-Experts model to dynamically infuse multi-lingual
gazetteers, allowing it to simultaneously di�erentiate and handle
entities and non-entity query terms in multiple languages.

Experimental evaluation on code-mixed queries in several lan-
guages shows that our approach e�ciently utilizes gazetteers to
recognize entities in code-mixed queries with an F1=68%, an abso-
lute improvement of +31% over a non-gazetteer baseline.
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1 INTRODUCTION
NER is crucial for query understanding. In Web search, named enti-
ties (NE) can be used for �ltering or re-ranking of top–𝑘 candidate
documents [8]. In other scenarios, like voice search, voice assis-
tants can better understand the query intent and thus re-route to
an appropriate answering mechanism. Depending on the queried
concepts, a recurring aspect is the use of code-mixed queries, with
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query terms in multiple languages [2, 9]. Figure 1 shows example
monolingual and code-mixed Web queries in di�erent languages.

Q1: 스크린 샷 찍는 방법 iPhone 11 (KO)
(How to take a screenshot on iPhone 11)

Q2: сколько стоит iPhone 12 в Москве (RU)
(how much does iPhone 12 cost in Moscow)

Q3: when will the James Bond movie No Time To 
Die appear in cinemas (EN)

Figure 1: Example code-mixed and monolingual queries from our
dataset in di�erent languages and scripts.

Advances in pre-trained multi-lingual transformers [3] have
made it easier to parse such code-mixed queries. Yet, as shown in our
experiments, performing NER on such queries is still challenging as
the models lack the required entity knowledge across all languages.

Furthermore, adapting NER models to emerging entities (EE) in
Web queries is challenging. EEs are prevalent in Web queries [18]
and have variable surface forms [12], making the application of
pre-trained NER models di�cult.

In this work, we tackle the problem of NER for code-mixed Web
queries, where NEs can be in a language or multiple languages that
are di�erent from the non-NE query terms. Our novel approach en-
hances pre-trainedmulti-lingual Transformers, here XLM-RoBERTa
(XLMR) [3], with external entity knowledge. We inject language-
speci�c gazetteer information, using an LSTM-based contextualized
embedding to represent potential NEs matches in queries. The tex-
tual and gazetteer information are combined dynamically through
a Mixture-of-Experts model (MoE) [21], which conditionally deter-
mines how to combine both representations of each token for the
NER task. Using the dynamically-computed representation from
di�erent modalities, our approach can �exibly encode text and
external knowledge from multi-lingual resources like Wikidata.

Evaluation on real Web queries [5] on several settings of code-
mixed queries, show that our approach is able to capture NEs in
several languages, irrespective of the original query language. Fur-
thermore, for EEs, where the training data does not contain a spe-
ci�c target set of NEs, the dynamic integration of text and gazetteer
representations through MoE allows us to adapt quickly to EEs.
Comparing our approach to a multi-lingual NER (e.g. the XLMR
baseline), we achieve an NER performance improvement of more
than 30% absolute points improvement in terms of F1.

In this work, we make the following contributions:
• We introduce mLOWNER, a multi-lingual NER training dataset
for short texts in 6 languages (4 scripts); and EMBER, a code-
mixed NER dataset covering the same languages and scripts.
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• A multi-lingual NER approach for code-mixed queries that �exi-
bly encodes text and external multi-lingual gazetteers;
• An evaluation study on code-mixed queries, showing the poten-
tial and limitations of our approach.

2 RELATEDWORK
NER is a fundamental task in natural language processing (NLP),
and has seen extensive use in information retrieval [1]. It is often
applied to extract NEs and their types, with the purpose of query
understanding, which in turn can be used in di�erent verticals (e.g.
travel search) [4], or improve ranking [8]. Furthermore, NEs can be
used to re-adjust term weights in a query for query expansion [13].

The rapid growth ofmultilingual resources on theweb has helped
develop cross-lingual IR approaches [20]. In particular, queries can
often contain terms in more than one language (i.e. code-mixed
queries). This is especially the case, in e-commerce search or search-
ing for creative works (e.g. movies, songs, etc.), where NEs can be
in a di�erent language than the rest of the query terms [7]. While
NER models aid IR systems, their application for code-mixed Web
queries remains challenging [2, 10]. Moreover, queries are too short
to provide rich contextual information [8, 15], and in turn more
di�cult. In this paper, we investigate how to e�ectively identify
NEs from code-mixed Web queries.

Bhargava et al. in a recent work [2] propose an NER hybrid
approach for code-mixed queries, consisting of a gazetteer and
tree based identi�er. The gazetteer based identi�er is rule based,
and as such it cannot deal with unseen entities in the gazetteer.
Gupta et al. [9] leverage linguistic features to train a conditional
random �eld (CRF) model, where the output is further processed
using multi-lingual gazetteer lists. Gazetteers have been proven to
be e�ective for NER [16]. Yet, a major issue is on how to encode
gazetteer knowledge and jointly combine it with textual representa-
tion or other modalities. Furthermore, using hand-crafted features
extracted from gazetteers raises issues on how to replace gazett-
eers during test time without any pre-training. This is one of the
major bottlenecks of existing work [2, 16], and a major diverging
point of our work. We propose approaches that e�ciently incorpo-
rate gazetteers on pre-trained NER models for code-mixed queries,
without having to retrain models for a new application scenario.

Finally, an important aspect is the ability to handlemulti-linguality.
Priyadharshini et al. [19] propose the use of pre-trained multi-
lingual word embeddings to encode sentences for NER. We follow
such guidelines, however, we use the more recent transformer based
cross-lingual model XLMR [3]. XLMR is suitable for our task to en-
code Web queries in di�erent languages, as it has been pre-trained
using a multilingual corpus of more than 100 languages. We dif-
fer from [19] as we are able to simultaneously handle code-mixed
queries, and through the e�cient integration of gazetteers we can
recognize entities with optimal performance.

3 CODE-MIXED QUERY NER APPROACH
To perform NER for code-mixed queries, we adapt our existing
gazetteer NER model architecture [17] in order to e�ectively han-
dle: (i) NEs and non-query terms with varying language and script
(in more extreme cases NEs are in several languages), and (ii) noisy
query terms due to automated speech recognition (ASR) in voice

search scenarios. Our approach has three components that address
these aspects: (i) multi-lingual text encoder, (ii) external gazetteer
encoder with entities from openly available corpora, and (iii) dy-
namic integration of textual and gazetteer query representations.

Given user query q = {𝑞1, . . . , 𝑞𝑛} consisting of 𝑁 query tokens,
we compute the query representation as follows.

Multi-Lingual TextualRepresentation.We represent the query
tokens using the multi-lingual transformer XLMR [3], which has
several advantages as it contains prior knowledge about query
terms in di�erent languages. For q we compute the query text
representation indicated as hq ∈ R𝑁×𝐿 .

However, as shown later in our experimental evaluation, XLMR
alone is insu�cient, as these models are trained on monolingual
instances, and thus cannot e�ciently handle code-mixed queries,
with terms transitioning from one language to another.

Gazetteer Encoder. Gazetteers allow us to inject explicit in-
formation about NEs from a target language or set of languages.
Gazetteers are easy to obtain from open resources like Wikipedia
or Wikidata. A gazetteer G consists of entities and their type, e.g.
〈“No Time to Die”, CreativeWork〉.

A token or span of tokens from q are matched to the longest
matching entry in G, yielding a sparse encoding gq ∈ N𝑁×𝑘 , where
g𝑞 = {x1, . . . , x𝑁 }, and x𝑖 ∈ (0, 1)𝑘 is a binary vector of length 𝑘 ,
with 𝑘 being the number of entity types in G encoded in BIO format.
We compute a dense representation for g𝑞 by projecting it through
a dense layer 𝜃 and additionally encoding it using a bi-directional
LSTM [11], G𝑞 =

[−−−→
LSTM(𝜃 [g𝑞]);

←−−−
LSTM(𝜃 [g𝑞])

]
∈ R𝑁×𝐿 .

Joint Textual and Gazetteer Representation. Through the
mixture of experts approach (MoE) [21] we jointly encode the
textual (syntactic) and contextual gazetteer representations, namely
h𝑞 and G𝑞 . At token level, MoE dynamically adjusts the weight of
the two representations to correctly predicting the token NER class.
Since we only have two representations, we use a Sigmoid function
to split the importance considering both representations:

w𝑚𝑜𝑒 = 𝜎

(
Λ[h𝑞 ;G𝑞]𝑇

)
(1)

h = w𝑚𝑜𝑒 · h𝑞 + (1 −w𝑚𝑜𝑒 ) · G𝑞 (2)

where, Λ ∈ R2𝐿 are trainable parameters. From h using a CRF
layer [14] we compute the token NER tags. The model is trained in
two stages. In the �rst stage, the gazetteer and the MoE modules
are trained, ensuring that the model is not biased towards XLMR’s
pre-trained knowledge. While, in the second stage all components
are jointly trained to optimize for NER performance.

4 DATA AND EXPERIMENTAL SETUP
We now describe our data, languages, and NER evaluation scenarios.
The data and code are publicly available at the paper link.1

4.1 Evaluation Scenarios
We experiment with 6 languages (English, Dutch, Russian, Turkish,
Farsi, and Korean) under the following scenarios:
• Monolingual: monolingual query and NE tokens.
• Code-Mixed: NE tokens in a di�erent language than the rest of
the query terms.

1https://registry.opendata.aws/code-mixed-ner
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• Multi-Lingual Code-Mixed: queries with NEs in several lan-
guages to avoid bias where all NEs are in the same language.
• Noisy Code-Mixed: noisy non-NE query terms of the same lan-
guage as NE are added to ensure that the language/script switch
and entity boundaries di�er in order to test NER robustness.

4.2 Datasets
We now describe our data contributions: (1) mLOWNER: a low-
context multi-lingual NER training dataset; (2) EMBER: a multi-
lingual NER dataset based on Bing queries; and (3) multi-lingual
gazetteers extracted from WikiData.
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Figure 2:Distribution (in%) ofNER training data and gazetteer data
per class for the di�erent evaluation languages.

mLOWNER: is an extension of the English LOWNER dataset [17]
to the languages in Figure 2, which we use for training the multi-
lingual NER models. It consists of low-context sentences from
Wikipedia annotated using theNER class taxonomy from [6] (Person,
Location, Group, CreativeWork, Corporation, Product). Figure 2
shows detailed the dataset statistics in 6 languages.

Multi-Lingual Gazetteers:Multi-lingual entity names are ex-
tracted from Wikidata, speci�cally from entity types matching our
NER taxonomy. We construct gazetteers for all the language pairs
in Table 1. Figure 2 shows gazetteer statistics for all languages.

EMBER: To evaluate NER models on code-mixed queries, we
�rst process 10 million distinct Bing search queries (via the OR-
CAS dataset [5]) to extract templates, and then generate di�erent
code-mixed queries for evaluation. We generate 471k queries per
language, with an average query length of 4±1.75 tokens per query.
Query Templatization: For each query in the ORCAS dataset we
run an existing NER model2 to detect NEs, which we map to their
entity type (e.g. CW, ORG etc.). This allows us to collapse multiple
queries into a single template, if the resulting query and the entity
type are the same. For instance, for the queries “what is westworld” ,
“what is the african union” , we construct the query templates

“what is 〈CW|ORG〉” .We obtain 97K unique English templates, which
are then translated into the languages in Figure 2.

Evaluation Datasets: We generate several datasets for the dif-
ferent evaluation settings: (i)mono-lingual, the query and NE terms
are in the same language, (ii) code-mixed, the non-NE query terms
2We used spaCy https://spacy.io/api

and the NE are in di�erent languages, (iii) noisy code-mixed, sim-
ilar to (ii), with additionally injected noise consisting of random
bi-grams before and after the NE slots, and (iv) multi-lingual code-
mixed, similar to (ii), but with NEs being in one or more languages.

We extract multi-lingual entity labels from Wikidata and use
them to replace the entity placeholders in the query templates in
the di�erent languages. Table 1 shows the di�erent dataset con�gu-
rations along with the query language and the NE language(s). We
use the dataset IDs to refer to the various evaluation con�gurations.

ID dataset type lang. pairs

Mono monolingual 〈𝑞 : 𝑙𝑖 〉, 𝑙𝑖 ∈ {EN, NL, RU, TR, KO, FA}

CoMix code-mixed
〈𝑞 : 𝑙𝑖 ; 𝑒 : 𝑙 𝑗 〉, 𝑙𝑖 = {EN}, 𝑙 𝑗 = {NL, RU, TR, KO, FA}
〈𝑞 : 𝑙𝑖 ; 𝑒 : 𝑙 𝑗 〉, 𝑙𝑖 = {NL, RU, TR, KO, FA}, 𝑙 𝑗 = {EN}

NoisyCoMix noisy code-mixed 〈𝑞 : RU; 𝑒 : EN〉, 〈𝑞 : EN; 𝑒 : RU〉
MulCoMix multi-lingual

code-mixed
〈𝑞 : 𝑙𝑖 ; 〈𝑒1 : 𝐸𝑁, 𝑒2 : 𝑙𝑖 〉〉, 𝑙𝑖 = {NL, RU, TR, KO, FA}

Table 1: Evaluation scenarios: EMBER Mono, CoMix, NoisyCoMix
with an average of 471k queries per dataset, whereas MulCoMix has
an average of 90k queries.

4.3 Baseline
As a baseline we consider the XLMRmodel without gazetteer knowl-
edge. We �ne-tune on mLOWNER, which represents the ablation
of our approach without the gazetteer knowledge.

5 RESULTS & DISCUSSION
5.1 Monolingual Query NER Evaluation
We �rst evaluate the NER approaches on the monolingual scenario,
where query terms and NEs are in the same language. The results in
Table 2 are important as they highlight the di�culty of segmenting
short textual snippets likeWeb queries, and can better contextualize
our results from the code-mixed experiments that follow.

lang. P R F1

B Ours B Ours B Ours
EN 0.409 0.659 (N 25.0) 0.424 0.579 (N 15.5) 0.417 0.616 (N 19.9)
NL 0.367 0.739 (N 37.2) 0.457 0.749 (N 29.2) 0.407 0.744 (N 33.7)
RU 0.377 0.755 (N 37.8) 0.357 0.702 (N 34.5) 0.367 0.728 (N 36.1)
TR 0.397 0.619 (N 22.2) 0.439 0.695 (N 25.6) 0.417 0.655 (N 23.8)
KO 0.367 0.656 (N 28.9) 0.408 0.786 (N 37.8) 0.387 0.715 (N 32.8)
FA 0.363 0.679 (N 31.6) 0.402 0.621 (N 21.9) 0.382 0.649 (N 26.7)

Table 2: NER results on the Mono datasets. In brackets we show the
di�erence in absolute points our approach against the baseline (B).

In all cases our approach signi�cantly outperforms the baseline,
with an average absolute F1 improvement of N28.8%. This increase
is attributed to the external gazetteer knowledge, and the �exibility
of our model to combine it together with the textual representation
using the MoE module. Gazetteers o�er several advantages as they
can be replaced during inference time without any �ne-tuning,
which we show in the code-mixed query evaluation scenarios.

Emerging Entities. Web queries often contain emerging en-
tities, unseen during training. Our data represents this scenario
well: across di�erent languages of Mono, the training and test set of
entities have an overlap of less than 2%. Such information about
new NEs can be added to our model’s gazetteer knowledge without

https://spacy.io/api
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any re-training. Our strong performance con�rms our assumption
that gazetteers can be used to increase the �exibility of NER models
to accurately spot emerging NEs.

5.2 Code-Mixed Query NER Evaluation
Code-mixed queries represent challenging cases for NER models.
Even multi-lingual models like XLMR fail to utilize their pre-trained
knowledge in parsing code-mixed queries, possibly because during
pre-training the inputs are monolingual. Furthermore, code-mixed
queries can introduce ambiguity as the same surface forms may
point to di�erent entities in di�erent languages.

Table 3 shows the NER F1 results for the competing approaches
for the CoMix datasets. Similar to the monolingual case, our ap-
proach obtains high improvements across all language pairs, with
an average F1 increase of N29%. We notice a higher improvement
when the query language is in EN, while the NEs are in another
language, with an F1 score improvement of N34.8%. Whereas, for
the case when the NEs are in EN, the improvement is N23.2%. The
latter is a more realistic scenario, with English NEs in non-English
queries (e.g. product search, movie titles, etc.).

Although not directly comparable, an interesting observation to
make from Table 3 (lang. pairs with English NEs) and Table 2, is
that our approach does not degrade in its NER performance. We
obtain on average 2% better performance for CoMix-EN than Mono-
EN. Similar is the performance for the baseline, however, with an
average decrease of 1.7%. This con�rms that for pre-trained models
we can simply swap the external gazetteer knowledge, such that it
re�ects the particular use case, and our approach is able to perform
NER on code-mixed queries with a small NER performance drop.

lang. pair P R F1

B Ours B Ours B Ours
〈EN, NL〉 0.386 0.733 (N 34.7) 0.399 0.627 (N 22.8) 0.392 0.676 (N 28.4)
〈EN, RU〉 0.356 0.780 (N 42.4) 0.378 0.666 (N 28.8) 0.367 0.719 (N 35.2)
〈EN, TR〉 0.366 0.763 (N 39.7) 0.387 0.639 (N 25.2) 0.376 0.695 (N 31.9)
〈EN, KO〉 0.390 0.843 (N 45.3) 0.363 0.688 (N 32.5) 0.376 0.758 (N 38.2)
〈EN, FA〉 0.347 0.827 (N 48.0) 0.358 0.695 (N 33.7) 0.352 0.755 (N 40.3)
〈NL, EN〉 0.401 0.717 (N 31.6) 0.484 0.726 (N 24.2) 0.439 0.721 (N 28.2)
〈RU, EN〉 0.406 0.733 (N 32.7) 0.380 0.656 (N 27.6) 0.392 0.692 (N 30.0)
〈TR, EN〉 0.398 0.533 (N 13.5) 0.434 0.630 (N 19.6) 0.415 0.578 (N 16.3)
〈KO, EN〉 0.389 0.562 (N 17.3) 0.434 0.615 (N 18.1) 0.410 0.588 (N 17.8)
〈FA, EN〉 0.365 0.646 (N 28.1) 0.366 0.561 (N 19.5) 0.366 0.601 (N 23.5)

Table 3: NER F1 scores on the CoMix datasets for the competing ap-
proaches (B=baseline).

5.3 Noisy Code-Mixed Query NER Evaluation
To assess if our model is simply exploiting language/script switch
boundaries to predict NEs, we add noisy non-NE bigrams and tri-
grams of the same language as the NE, either before or after it.

The NoisyCoMix scenario is challenging due to false positives,
and ensures that boundaries across languages/scrips are not only
between NEs and non-NE terms, but rather irregular and mixed.

Table 4 shows the results for one language pair. The gap between
the baseline and our approach remains the same, with an absolute
F1 improvement of N35% and N27.7% for the 〈EN, RU〉 and 〈RU,
EN〉 pairs, respectively. Similar patterns hold for other languages,
not shown here for brevity.

These results are particularly encouraging, given that the noise
has been injected for all NEs in our query set, thus, contributing
to a major challenge. This may be considered similar to scenarios
where the user query is given through voice, which often results in
speech-to-text transcription errors.

lang. pair noise P R F1

B Ours B Ours B Ours

〈EN, RU〉 bigram 0.277 0.711 (N 43.4) 0.290 0.571 (N 28.1) 0.283 0.633 (N 35.0)
trigram 0.278 0.712 (N 43.4) 0.292 0.571 (N 27.9) 0.285 0.634 (N 34.9)

〈RU, EN〉 bigram 0.225 0.535 (N 31.0) 0.211 0.457 (N 24.6) 0.218 0.493 (N 27.5)
trigram 0.234 0.547 (N 31.3) 0.223 0.471 (N 24.8) 0.228 0.506 (N 27.8)

Table 4: NER F1 scores on the NoisyCoMix datasets (B=Baseline).

5.4 Multi-Lingual Code-Mixed Queries
For queries containing more than one NE, in extreme cases we may
see a combination of NEs in di�erent languages, namely, NEs in
the query language, and NEs in another language, such as English.
Table 5 shows the NER results for the MultiCoMix scenario. Our
approach achieves high improvements over the baseline. We simply
combine the gazetteers from the di�erent languages and use them
during inference to spot the NEs in all languages.

On average we obtain an absolute F1 improvement of N21% over
the XLMR baseline. This shows that our approach can simultane-
ously recognize NEs in di�erent languages with high accuracy. For
many of the language pairs the results are better when compared to
the CoMix scenario, however, this is mainly due to the fact that the
proportion of evaluation queries is lower, since we need to limit to
queries that contain more than one NE. The potential improvement
over the results in Table 3 can be attributed to the ability of the
models in recognizing NEs for English.

lang. pairs P R F1

B Ours B Ours B Ours
〈NL, 〈NL, EN〉〉 0.478 0.815 (N 33.7) 0.473 0.700 (N 22.7) 0.475 0.753 (N 27.8)
〈RU, 〈RU, EN〉〉 0.509 0.793 (N 28.4) 0.318 0.562 (N 24.4) 0.391 0.658 (N 26.7)
〈TR, 〈TR, EN〉〉 0.524 0.618 (N 9.4) 0.420 0.555 (N 13.5) 0.466 0.584 (N 11.8)
〈KO, 〈KO, EN〉〉 0.490 0.654 (N 16.4) 0.358 0.565 (N 20.7) 0.414 0.606 (N 19.2)
〈FA, 〈FA, EN〉〉 0.498 0.742 (N 24.4) 0.353 0.489 (N 13.6) 0.413 0.589 (N 17.6)

Table 5: NER F1 scores on the MulCoMix datasets (B=Baseline).

6 CONCLUSION
We presented a model, and new public datasets for code-mixed NER
in search queries. We introduced two large datasets, mLOWNER
and EMBER, covering 6 languages (4 scripts) that are suitable for
training multi-lingual NER models. Additionally, we presented a
Mixutre-of-Experts model to e�ectively integrate external entity
knowledge into multilingual Transformer architectures.

Extensive experiments in several scenarios and covering numer-
ous languages were performed, with our models achieving signi�-
cant improvements over existing multi-lingual baselines, with more
than N30% F1 NER improvement. We demonstrated that our models
can adapt to emerging entities, simultaneously recognize entities in
more than one language, and account for noisy terms in a query to
perform the NER for code-mixed queries without any �ne-tuning
by simply swapping the external gazetteer knowledge. In the future
we plan to extend this work to more languages, and evaluate Entity
Linking and document retrieval for code-mixed queries.
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