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Abstract:
Deep Reinforcement Learning (RL) has demonstrated to be useful for a wide variety of robotics applications. To address sample efficiency and safety during training, it is common to train Deep RL policies in a simulator and then deploy to the real world, a process called Sim2Real transfer. For robotics applications, the deployment heterogeneities and runtime compute stochasticity results in variable timing characteristics of sensor sampling rates and end-to-end delays from sensing to actuation. Prior works have used the technique of domain randomization to enable the successful transfer of policies across domains having different state transition delays. We show that variation in sampling rates and policy execution time leads to degradation in Deep RL policy performance, and that domain randomization is insufficient to overcome this limitation. We propose the Time-in-State RL (TSRL) approach, which includes delays and sampling rate as additional agent observations at training time to improve the robustness of Deep RL policies. We demonstrate the efficacy of TSRL on HalfCheetah, Ant, and car robot in simulation and on a real robot using a 1/18th scale car.

1 Introduction

Deep Reinforcement Learning (RL) has shown promising results for a range of robotics applications, such as navigation [1], manipulation [2], and locomotion [3]. Deep RL policies are often trained with simulations due to cost, time to train, and safety concerns that arise when training on real robots [2]. Simulations are imperfect and difficult to calibrate. The resulting modeling discrepancies cause a reality gap, which makes the transfer of RL policies from simulation to the real-world (Sim2Real) a challenge [4]. Prior works have proposed domain randomization and adaptation techniques to address the reality gap in dynamics [2, 5] and image observations [6]. We study the reality gap introduced due to uncertainty in time between state transitions and the resultant impact on dynamics in agile robotic tasks such as locomotion and navigation.

RL agents make sequential decisions in a Markov Decision Process (MDP) in discrete time steps, where the input to the agent is the current state $s_t$ of the environment, where $t$ is the current time step, and output is the action $a_t$. The environment transitions to the next state $s_{t+1}$ once the action is executed, and in turn used as the input for the next action $a_{t+1}$. If the states $s_t$ and $s_{t+1}$ were captured at world clock time $\tau$ and $\tau'$ respectively, the timing delay between state transitions is defined as $\Delta \tau = \tau - \tau'$. Note that $t$ is a discrete time step in simulation while $\Delta \tau$ represents the actual passage of time on a robot. A common trend is to assume $\Delta \tau$ is fixed for Sim2Real transfer [1, 7]. However, $\Delta \tau$ varies in real robots due to variations in RL policy execution time, sensor sampling interval and communication delays. In Deep RL, policy execution time of neural networks dominates $\Delta \tau$ and shows significant variation due to various factors – uncertainties due to locally shared compute resources, asymmetric communication latencies with use of shared cloud resources [8], and delay variations due to processor throttling for thermal and energy constraints [9].
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As the real robot operates in continuous world clock time, the state transitions observed by the agent will change with variations in $\Delta \tau$. If these variations are not captured by the simulator during training, it leads to poor Sim2Real transfer [10, 11]. Prior works randomized the state transition delays $\Delta \tau$ during training for a successful Sim2Real transfer [5]. We demonstrate that the policy performance degrades with variation in $\Delta \tau$ even with domain randomization. Another approach is to artificially extrapolate varying delays to the worst case $\Delta \tau$. For example, Molchanov et al. [7] use a fixed $\Delta \tau$ of 2ms for controlling a quadrotor while the neural network inference latency was only 0.8ms. With this approach, one is forced to pick a conservative $\Delta \tau$ that accounts for the worst case delays in the system or pick a small neural network to keep inference latency to a minimum. Large $\Delta \tau$ limits the applicability of Deep RL in agile tasks where fast response times are required [12], and small neural networks limit scalability for complex tasks with large state-action space. We introduce Time-in-State RL (TSRL), a Deep RL approach that extends the observed state of the system by explicitly including time-delays, i.e., incorporating $\Delta \tau$ introduced by the sensor sampling interval and execution latency at training time. Even though the inferencing latency and sampling interval can vary for various reasons, they can be accurately measured by Deep RL agents at runtime. We test the following hypothesis: if the agent observes the factors that impact $\Delta \tau$, and hence the state transitions, it helps the agent to learn a better policy compared to a policy that partially observes the impact of changing $\Delta \tau$ using domain randomization. We evaluate our approach on simulation-to-simulation (Sim2Sim) transfer on PyBullet HalfCheetah, PyBullet Ant [13] and DeepRacer [1]. We evaluate our approach on Sim2Real transfer using a $1/18^{th}$ scale car. We compare the TSRL policies with the policies trained using domain randomization (DR) of timing characteristics. Our results demonstrate that the TSRL policies are robust to the varying state transition delays and, as a result, transfer better across simulations and to real-world environments than the DR policies. The code of this paper can be found at https://github.com/nesl/Time-in-State-RL/.

Contributions. 1) We demonstrate that the performance of Deep RL policies degrades with variation in state-to-state transition delays—even with state-of-the-art domain randomization techniques. 2) We propose and evaluate TSRL, a delay-aware Deep RL approach that extends the observed state by explicitly including the sensor sampling interval and inferencing latency in Sim2Sim and Sim2Real settings.

2 Background

RL agents learn to make sequential decisions in the environment to maximize the expected cumulative discounted reward. At each discrete time step $t$ of an MDP, the agent takes action $a_t$ based on state $s_t$, and the environment returns with scalar reward $r_t$ and next state $s_{t+1}$. We consider episodic MDPs, where the environment is initialized with state $s_0$ and the interaction with the agent continues until the environment reaches the terminal state $s_T$. $p(s_{t+1}|s_t, a_t)$ is the probability of transition to state $s_{t+1}$ given current state $s_t$ and action $a_t$. Any changes to the real state transition time $\Delta \tau$—as opposed to fixed discrete time steps in $t$—directly impacts the state transition probability $p(s_{t+1}|s_t, a_t)$. We further explain how changes in $\Delta \tau$ impact policy learning in Appendix A.

2.1 Variability in State Transition Time

The delays in a typical sensing to actuation pipeline for a Deep RL agent are shown in Figure 1. A typical state transition begins with sensing the current state $s_t$ of the environment, executing the
agent action $a_t$ on the environment, and again sensing the updated state $s_{t+1}$. Each of these steps can have variability in the real world as determined by the sampling interval of sensors $\Delta \tau_\sigma$, the execution latency $\Delta \tau_\eta$, and communication delays $\Delta \tau_m$. When multiple sensors are present, $\Delta \tau_\sigma$ is the maximum of individual sensor sampling intervals. Similar arguments are extended to $\Delta \tau_\eta$. We assume communication delays $\Delta \tau_m$ are small, and subsume them into execution latency $\Delta \tau_\eta$.

**Execution Latency:** Various factors can affect execution latency $\Delta \tau_\eta$ such as power management, computational resources, and complex operating system (OS) environments. Dynamic frequency scaling [9] is a commonly used technique to manage power dissipation [14]. Frequency over-clocking/under-clocking changes computation speed and lead to variable latencies. The OS scheduling processes result in scheduling noise that varies with system load and affects process latencies.

We analyzed the inference latencies of commonly used neural network architectures in Deep RL policies on several hardware platforms. The runtime latency depends on the complexity of neural network, hardware device, and multi-tenancy. On the GAP8 [15] microcontroller, the execution latency of a simple neural network increases from $\sim$7ms to $\sim$55ms when the number of CNN layers increases from 2 to 4. For deep learning accelerators like the Intel Neural Compute Stick 2 [16], the execution latency of a 2 layer CNN network is increased from $\sim$2ms to $\sim$16ms in presence of multiple inference tasks. We characterized the execution latency of the default Deep RL policy in DeepRacer [1], a 1/18th scale autonomous car that comes with an Intel Atom processor and an integrated GPU. The execution latency varies from 15-20 ms on the GPU and goes up to 34 ms on the CPU. We include additional analysis on execution latency in Appendix B.

**Sampling Interval:** Stisen et al. [17] demonstrate that sampling interval of accelerometers can vary widely in smartphones depending on both software and hardware characteristics. We characterized the variation of the frame rate in the DeepRacer front facing camera. The variation in sampling interval was 20-45 ms in the 30Hz frame rate setting and 62-71ms in the 15Hz setting respectively.

### 2.2 Impact of Delay Variations on Deep RL Policies

The impact of state transition time variations on the RL policy depends on the relative value of sampling interval $\Delta \tau_\sigma$ to execution latency $\Delta \tau_\eta$.

(a) $\Delta \tau_\sigma \ll \Delta \tau_\eta$: When the sampling interval $\Delta \tau_\sigma$ is very small, the variations in execution latency $\Delta \tau_\eta$ dominate the impact on the policy. As $\Delta \tau_\eta$ varies, the observed evolution of the environment state in world clock time $\tau$ also varies correspondingly. Hence, the agent will observe stochasticity in state transitions $p(s_{t+1}|s_t, a_t)$ for the same state and action. If we ignore the variation in $\Delta \tau_\eta$ during training, there will be distribution mismatch from simulations to the real world, leading to poor transfer. Mahmood et al. [10] and Xie et al. [11] demonstrate that policies can break down with small changes ($<100$ ms) in latency for manipulation and locomotion respectively. On the other hand, if we introduce $\Delta \tau_\eta$ variations during training [2, 5], the additional state transition stochasticity introduces noise in the value function estimates and makes it difficult to converge to a good policy. We demonstrate this in both simulation and a real robot in Section 4.

(b) $\Delta \tau_\sigma \gg \Delta \tau_\eta$: In this case, variation in the sampling interval $\Delta \tau_\sigma$ dominates the impact on the RL policy. The agent needs to observe the effect of its action on the environment. When sampling interval is large or if changes in state are minor with a single action, it is common practice to repeat the agent action a fixed number of times [18, 19]. With variations in $\Delta \tau_\sigma$, the number of repeated actions need to be varied and the impact on the RL policy follows the same argument as above.

(c) $\Delta \tau_\sigma \sim \Delta \tau_\eta$: In this case, we want the agent to act for every sensed state [20]. When $\Delta \tau_\sigma$ and $\Delta \tau_\eta$ vary, there is a phase shift in each state transition depending on when the state gets sampled and when the action is executed. These phase shifts introduce noise in the state transition probabilities $p(s_{t+1}|s_t, a_t)$, and impact the performance of the RL policy. While phase shifts do occur in the other two cases, the impact on the policy is dominated by overall variation in either $\Delta \tau_\sigma$ or $\Delta \tau_\eta$.

### 3 Training DeepRL Policies with Delay Variations

A common technique in literature is to do domain randomization during training to account for uncertain and unmodeled environment dynamics [2]. Domain randomization makes sense for physical quantities such as friction and contact forces, as they are difficult to measure and calibrate across
real robots. However, state transition delay related variables such as execution time $\Delta \tau_\eta$ and sampling interval $\Delta \tau_\sigma$ are straightforward to measure both in simulation and real robots. We propose augmenting the agent state with these measurements: $\hat{s} = [s, \Delta \tau_\eta, \Delta \tau_\sigma]$ where $\hat{s}$ represents the augmented state. This simple trick enables the agent to distinguish between state transitions introduced by variations in delays. We refer to the augmented state policies as *Time in State (TS) policies.*

For low-dimensional state spaces, the execution time and sampling interval can be directly added as another state. For augmenting high-dimensional state spaces, such as images, the delay observations are fused in an intermediate layer of both policy and value networks [21]. To evaluate TSRL, we instrumented *HalfCheetahBulletEnv-v0* and *AntBulletEnv-v0* environments in the PyBullet simulator [22] to demonstrate Sim2Sim transfer on a low dimensional use case, as well as DeepRacer [1] to test both Sim2Sim and Sim2Real transfer on a high dimensional use case. We train our policies using the Proximal Policy Optimization (PPO) [23] algorithm as implemented in the OpenAI Baselines\(^1\). We use PPO as it has been widely used in robotics applications [1, 5, 7].

### 3.1 Low Dimensional Use Cases: HalfCheetah and Ant

The implementation for *HalfCheetahBulletEnv-v0* and *AntBulletEnv-v0* in PyBullet simulator evolve physics at a fixed time ($Sim_{time}$) of 4.12 ms for each action. We modified the default environments and advance the simulation for multiple simulation steps per action to vary the execution latency and sampling interval. Thus, the granularity of the variation in the execution latency and sampling interval in our PyBullet experiments is $Sim_{time}$.

**Variation of Timing Characteristics.** We vary the state transition delays in the simulator when training the policies and consider the setting where execution latency $\Delta \tau_\eta \leq$ sampling interval $\Delta \tau_\sigma$. For reactive systems, this setting is desired so that the agent can act for every sensed state [20]. The actuation of recent action is delayed by the execution latency $\Delta \tau_\eta$, and the next sensor sample is available after the sampling interval $\Delta \tau_\sigma$. We select the range of execution latencies $\Delta \tau_\eta$ between [0 - 10 * $Sim_{time}$] = [0 - 41.2 ms] and sampling interval $\Delta \tau_\sigma$ values between [$Sim_{time} - 10 * Sim_{time}$] = [4.12 ms - 41.2 ms]. We varying $\Delta \tau_\eta$ and $\Delta \tau_\sigma$ for HalfCheetah and Ant within their respective ranges. Before the starting of episode, we fix $\Delta \tau_\eta$ and then decide $\Delta \tau_\sigma = \max(4.12 \text{ ms}, \Delta \tau_\eta)$. Between consecutive steps, we introduce random jitter of $\pm Sim_{time}$ in both $\Delta \tau_\eta$ and $\Delta \tau_\sigma$.

**Policy Training.** The vanilla policy trained without varying state transition delays fails to work in presence of variable ($\Delta \tau_\eta$ and $\Delta \tau_\sigma$). We present analysis of the vanilla policy in Appendix G. We use domain randomization (DR) as our baseline algorithm, where the policy is trained by varying the state transition delays during training. We train the DR and TS policies by varying the $\Delta \tau_\eta$ and $\Delta \tau_\sigma$ as described above. When training DR policies, the default state from *HalfCheetahBulletEnv-v0* and *AntBulletEnv-v0* is used. We augment the state with $\Delta \tau_\eta$ and $\Delta \tau_\sigma$ for TS policies. We use 2-layer fully connected neural network with each layer having 64 nodes for policy and value function. We include additional details for reproducibility in Appendix C.

### 3.2 High-Dimensional Use Case: Autonomous Vehicle

We use Gazebo simulator\(^2\) to train navigation policies for the DeepRacer car [1]. The simulator includes a robot model that is matched to the properties of the real car. The simulation advances in real-time. Images from the camera are used to navigate the car on the track. We modify the sampling rate of camera and runtime execution latency by adding controlled timing delays.

**Variation of Timing Characteristics.** During training in simulator, the execution latency $\Delta \tau_\eta$ is varied between the discrete set of values from 10 ms to 120 ms. The sampling interval $\Delta \tau_\sigma$ of 33 ms (30 Hz) is used when $\Delta \tau_\eta \leq \Delta \tau_\sigma$, otherwise $\Delta \tau_\sigma$ is matched to $\Delta \tau_\eta$. During policy training for each episode, we fix the value of $\Delta \tau_\eta$ and $\Delta \tau_\sigma$. The execution latency to do the policy network inference and image processing on the server machine is $\sim$10ms. The execution latency on the real car using integrated GPU is $\sim$20ms in the absence of other tasks. The sampling interval of 33 ms (30 Hz) corresponds to the supported camera sampling rate on the real car. The range of variations in $\Delta \tau_\eta$ and $\Delta \tau_\sigma$ are selected to benchmark the policy behavior of navigational policy in the presence of deployment variations of hardware, multi-tenancy, and communication delays.

\(^1\)OpenAI Baselines: https://github.com/openai/baselines

\(^2\)http://gazebosim.org/
The DeepRacer car on a real track and the simulated car in the Gazebo environment. The OptiTrack motion capture system is used to quantify the performance of policies on the real track.

A single instance of DR policy and TS policy tested on a real autonomous car in the presence of 60 ms execution latency.

Figure 2: The real world environment setup and performance measurement using OptiTrack.

Policy Training. The DR and TS policies are trained by varying the state transition delays as described above. In addition, we use the recommended image augmentations [1] to enable the successful transfer of policy to the real car. Due to the image augmentation processing times and variations in simulation advancement, a jitter of 5 ms is present in both $\Delta\tau_{\eta}$ and $\Delta\tau_{\sigma}$. The simulation setting, along with the track and simulated car, is shown in Figure 2a. The simulated track has a centerline of the length of 17 meters and a track width of 0.44 meters. The policy’s goal is to follow the centerline of the track by controlling the steering angle and speed. The highest reward of 1.1 is given when the center of the car matches the centerline, and the reward is scaled to zero as the car moves away from the centerline to offtrack. Each episode consists of 500 steps. The neural network is represented by 3 CNN layers followed by a 2 fully connected layers and an output layer. The DR policy uses only the images from the camera as input. For TS policy, we fuse images with the execution latency and sampling interval in the first fully connected layer after the CNN layers. We provide the details for reproducibility in Appendix D.

Real-world environment. We created a real track as shown in Figure 2a, with a center line distance of 7.3 meters and the track width of 0.52 meters. We compared the performance of policies by utilizing an OptiTrack motion capture system shown in Figure 2a. We localized the location of the car with respect to the center line of the real track.

4 Results

We compare the time-in-state (TS) based policies and the domain randomization (DR) policies in simulation and on the real robot. We evaluate their robustness across varying sampling intervals and execution latencies. This section compares the performance of fully connected policies. The experiments with recurrent policies are discussed in Appendix F.

Figure 3: The learning curves for HalfCheetah, Ant and DeepRacer car for TS and DR policies.
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3https://optitrack.com/
Figure 4: Comparison of time-in-state (TS) and domain randomization (DR) policies for HalfCheetah and Ant tasks across different execution latencies ($\Delta \tau_\eta$). The sampling intervals ($\Delta \tau_\sigma$) is selected to be maximum of $[4.12 \, \text{ms}, \Delta \tau_\eta)$, so that agent can act for each sensed state. The mean is shown in green, the black ‘x’ marker shows the median of IQR. For both tasks, TS policies achieve higher mean reward than DR policies.

### Table 1: Comparison of time-in-state (TS) and domain randomization (DR) policies in completing laps on the real track out of 24 trials at different execution latencies. The average speed used by TS and DR. TS adapts its speed with increase in execution latency.

<table>
<thead>
<tr>
<th>Latency</th>
<th>TS</th>
<th>DR</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 ms</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>60 ms</td>
<td>17</td>
<td>11</td>
</tr>
<tr>
<td>100 ms</td>
<td>13</td>
<td>7</td>
</tr>
</tbody>
</table>

HalfCheetah and Ant Tasks. The policies are trained, as explained in Section 3.1. We train three models for each task, both for TS and DR, with different seeds. The learning curves for the policies are shown in Figure 3. For both tasks, TS achieves a better mean training reward than the DR policies. The evaluation of policies for both HalfCheetah and Ant tasks across the three trained models is shown in Figure 4. The spread of test reward is captured across 10 episodes for each model at a particular sampling interval ($\Delta \tau_\sigma$) and execution latency ($\Delta \tau_\eta$). The analysis shows that the TS policies perform better than the DR policies across state transition delay variations and maintains a higher mean reward. Figure 4 also shows that, in general, the performance of Deep RL policies degrades when exposed to higher sampling intervals and execution latencies. The degradation in performance is task-specific. Appendix E evaluates the policies with variable delays within an episode.

DeepRacer Simulator. Figure 3c shows the learning curve of TS and DR policies trained using DeepRacer simulator. We train 3 models for each policy. Figure 5b shows the Sim2Sim of the policies across 3 set of models using the DeepRacer simulator. We evaluate each model for 16 episodes (500 steps on track for each episode). We test the policies across a spread of different sampling intervals ($\Delta \tau_\sigma$) and the execution latencies ($\Delta \tau_\eta$). The results also show that as $\Delta \tau_\eta$ and $\Delta \tau_\sigma$ are increased, the performance of the Deep RL policy degrades in general. However, in comparison to DR, the TS policies have better performance.

Sim2Real transfer. We compare the performance of the TS and DR policies on the DeepRacer robot using the real track. The results for 24 trials in both the directions for TS and DR policies across the 3 trained models are shown in Table 1a. The results shows the performance gain of the
(a) The distance of the real car from the centerline captured using OptiTrack cameras. The number of points plotted is 2400, except the DR ($\Delta \tau_{\eta} = 60\text{ms}$), which has 1657 points. The onboard camera of the car was running at 30Hz.

(b) Analysis of TS and DR policies across different execution latencies ($\Delta \tau_{\eta}$) in Deep-Racer simulator. The sampling intervals ($\Delta \tau_{\sigma}$) is selected to be maximum of (33 ms, $\Delta \tau_{\eta}$). The green color shows mean, the black ‘x’ marker shows the median of IQR.

Figure 5: Evaluation of time-in-state (TS) and domain randomization (DR) policies using Deep-Racer car across different sampling intervals ($\Delta \tau_{\sigma}$) and execution latencies ($\Delta \tau_{\eta}$).

TS policies is transferred to real robot. DR and TS policies work very well on the real track by successfully completing higher number of laps for $\Delta \tau_{\eta} = 20\text{ms}$. As the $\Delta \tau_{\eta}$ is increased to 60ms and 100ms, the performance of DR policies significantly degrade in comparison to the TS policies. Table 1b shows the average action speed of policies in the simulator track. TS adapts its speed with increasing execution latency by taking slower actions whereas DR does not change its action speed. In our supplementary video, we show that the TS policy speed adaptation occurs primarily on the curved regions of the track, and helps it achieve robust navigation. The $\Delta \tau_{\eta}$ of neural network policy using GPU of Car is within 15-20ms. We introduce extra delay and fix the $\Delta \tau_{\eta}$ to 20ms, 60ms and 100ms respectively to generate the comparison of TS and DR policies. The measured sampling interval $\Delta \tau_{\sigma}$ was directly given as input to the TS policies. The camera was running at the sampling rate of 30 Hz, which was measured to have variable sampling interval from 25-45ms at runtime. Figure 2b shows an instance of the real run captured using OptiTrack setup comparing TS and DR based policies for the sampling rate of 30 Hz and $\Delta \tau_{\eta}$ of 60ms. The TS policies have more stable performance on the real track as compared to the DR policies. We analyzed the distance from the centerline maintained by both TS and DR policies on the real track. The distance is captured using OptiTrack setup. The distance maintained is shown in Figure 5a. TS policies maintain a closer distance to the centerline. The DR policies have more oscillating behavior around the centerline. We believe the oscillating behavior is the reason for higher number of points within [0-5 cm] for DR at $\Delta \tau_{\eta}$ to 20ms.

5 Related Work

State Transition Delays in Reinforcement Learning. Handling of state transition delay variations in a robot has been identified as crucial for successful Sim2Real transfer by many prior works [11, 10, 2, 5]. Mahmood et al. [10] examine the design decisions for deployment of Deep RL policies for manipulation. They highlight the lack of guidelines to pick state transition times, or to implement asynchronous mechanisms to reduce state transition delays. They also demonstrate that different types of state transition delay variations can drastically impact the performance of the RL policy. Similarly, Xie et al. [11] note that their bipedal robot quickly falls with a sensing delay of 10ms. However, they do not propose any solutions to this problem.

Peng et al. [24] and Andrychowicz et al. [5] randomize the state transition delay each time step according to an exponential distribution for manipulation of an arm and a hand respectively. They also use an LSTM layer that summarizes the history of state transitions and accounts for unmodeled dynamics compared to just using the current state as input to a feed forward network. In an ablation study, Peng et al. show that removing state transition delay randomization during training reduces
Sim2Real success from 89% to just 29%. Tan et al. [25] uniformly randomize the state transition delay across episodes to enable successful Sim2Real transfer. We borrow from these solutions and propose augmenting the state with the measured state transition delay. Our evaluation results show that our approach improves upon the domain randomization solution.

Prior works consider action or observation delays that occur across multiple time steps [12, 26, 27, 28]. These works suggest augmenting the state space with past actions to account for the delay. In contrast, we study the impact of continuous time delays that occur in a state transition, and augment the state with the time delay observed. Schuitema et al. [29] propose combining past actions to account for state transition delays in RL policies. While this approach works for continuous actions, its not clear how the actions can be combined in the discrete action case. Their solution also does not account for phase shifts due to sensing delays. There exist several works that propose RL algorithms for continuous time and space [30, 31]. While these works have a rich set of theoretical results, the application of these algorithms have been limited to small scale problems in simulation and have not yet been applied to real robots. Chebotar et al. [32] adapt the simulation parameters using real world roll-outs that can be used to match a fixed delay between the simulator and real robot. However, it is not clear how to extend this approach to variable delays within and across deployments.

**Control System Approaches.** The presented experiments in this paper could be reformulated as classical control problems. Control systems approaches typically model finite-dimensional systems that may require linearization. The goal in these contexts is to develop robust controllers by approximating the worst case time-delays [33] and sampling variation [34], or by compensating for delays using damping components. For the latter case, energy-based controllers [35, 36] or Lyapunov-based controllers [33] rely on state estimation that is essentially extracting features of the plant (environment). For control problems with lower-dimensional inputs, these approaches can be used to develop robust controllers. However, we focus on Deep RL that is end-to-end and can handle inputs with high dimensionality, e.g., images. Because TSRL is augmenting state space with measured time-delays, one may hypothesize that the adaptive policies are mimicking the classical control approaches. However, the state-estimation and associated control transfer function properties reside in the latent space of the deep neural network, which are notoriously uninterpretable. We extend the discussion of the control system approaches in Appendix H.

### 6 Conclusion

We introduced Time-in-State RL (TSRL), a delay-aware deep reinforcement learning approach that incorporates sampling interval and execution latency into its state space. By utilizing domain randomization with time in the state, TSRL’s policies are robust against varying execution latencies and sampling rates for both Sim2Sim and Sim2Real transfer. The application performance characterization of TSRL can be exploited by policies to conserve platform resources by acting slowly along with staying within the desired reward budget. The performance characterization can also help developers make informed decisions in selecting appropriate compute hardware and deployment settings. The evaluation of time in state policies show that the policies are able to maintain higher rewards across a range of timing characteristics and, thus, can be used in presence of deployment uncertainties impacting the timing characteristics at runtime. Through a range of choices of latencies and sampling intervals, our study also shows different tasks can work reasonably only up to a certain latency and after that suffers significant degradation in performance. We hope the concepts and results introduced in this paper will motivate the development of Deep RL policies that are robust to runtime uncertainties.
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4For simpler neural networks such as the one used in the HalfCheetah and Ant tasks, one may be able to generate an approximate representation for stability analysis. However, this is not scalable for higher-dimensional inputs.
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Appendix

A Variable State Transition Time in Deep RL

RL agents learn to make sequential decisions in the environment to maximize the expected cumulative discounted reward. At each discrete time step $t$ of an MDP, the agent takes action $a_t$ based on state $s_t$, and the environment returns with scalar reward $r_t$ and next state $s_{t+1}$. We consider episodic MDPs, where the environment is initialized with state $s_0$ and the interaction continues until the environment reaches the terminal state $s_T$. $p(s_{t+1}|s_t, a_t)$ is the probability of transition to state $s_{t+1}$ given current state $s_t$ and action $a_t$, and $\pi(a|s)$ represents the probability of taking action $a$ given state $s$ by policy $\pi$. Any changes to the real state transition time $\Delta_\tau$ — as opposed to fixed discrete time steps in $t$ — directly impacts the state transition probability $p(s_{t+1}|s_t, a_t)$.

The objective of the agent is to learn a policy $\pi$ that maximizes:

$$J = \mathbb{E}_{\pi(a|s), p(s_{t+1}|s_t, a_t)} \left[ \sum_{t=0}^{T} \gamma^{t} r_t \right]$$

where $\gamma \in [0, 1]$ discounts future rewards, $T$ is the episode length, $p(s_{t+1}|s_t, a_t)$ is the probability of transition to state $s_{t+1}$ given current state $s_t$ and action $a_t$, and $\pi(a|s)$ represents the probability of taking action $a$ given state $s$ by policy $\pi$. Any changes to the real state transition time $\Delta_\tau$ — as opposed to fixed discrete time steps in $t$ — directly impacts the state transition probability $p(s_{t+1}|s_t, a_t)$.

We focus on model-free RL algorithms, where the state transition probabilities $p(s_{t+1}|s_t, a_t)$ are unknown to the agent and are inferred indirectly through environment interactions. One of the simplest Deep RL algorithms is REINFORCE, where the policy is represented by a neural network with parameters $\theta$. The policy is learned using gradient ascent on the objective function.

$$\nabla_\theta J(\theta) = \sum_{n=0}^{N} \sum_{t=0}^{T} \nabla_\theta \log \pi_\theta(a_t|s_t) \sum_{t=0}^{T} \gamma^{t} R(s_t, a_t)$$

where $R(s_t, a_t)$ is the reward function and data from $N$ episodes is used for the update. REINFORCE has high variance as the gradient update depends on the total discounted reward collected during each episode. To reduce variance, the advantage function $A(s_t, a_t)$ is used for the gradient update:

$$A(s_t, a_t) = r_t + \gamma V_\phi(s_{t+1}) - V_\phi(s_t)$$

where $V_\phi(s_t)$ estimates the cumulative discounted reward from state $s_t$ using a separate value network with parameters $\phi$. Intuitively, advantage estimates the relative benefit of taking action $a_t$ compared to other possible actions in state $s_t$. The value network is trained with a mean squared error loss function:

$$L_\phi = \frac{1}{2} \left\| \sum_{t} V_\phi(s_t) - (r_t + \gamma V_\phi(s_{t+1})) \right\|^2$$

Due to variable state transition delay $\Delta_\tau$, the agent observes stochasticity in state transitions $p(s_{t+1}|s_t, a_t)$ for the same state and action. Ignoring the variations in $\Delta_\tau$ during training results in a distribution mismatch from simulations to the real world, leading to poor transfer. On the other hand, if we introduce domain randomization in time by considering variable $\Delta_\tau$ during training, the additional state transition stochasticity introduces noise in the value function estimates $V_\phi(s)$ estimates in Equation 5 and makes it difficult to converge to a good policy.

To address variations in the state transition delay, we propose augmenting the agent state with execution time $\Delta_\tau$ and sampling interval $\Delta_\tau$ measurements: $s = [s, \Delta_\tau, \Delta T]$ where $s$ represents the augmented state. This simple trick enables the agent to distinguish between state transitions introduced by variations in delays. We train the agent with the augmented state and introduce delay variations in the simulator. As the delays are explicitly represented in state, it becomes much easier to estimate the value function $V_\phi(s)$ using Equation 5. Since the delay measurements are directly fed as input to both policy and value networks, the agent learns to generalize beyond the exact numbers seen during training.
Table 2: Execution latency ($\Delta \tau_{\eta}$) on GAP8 increases the increase in the number of CNN layers in the neural network.

<table>
<thead>
<tr>
<th>Num. of CNN layers</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network parameters</td>
<td>54k</td>
<td>157k</td>
<td>267k</td>
</tr>
<tr>
<td>Execution Latency</td>
<td>7.5ms</td>
<td>19.75ms</td>
<td>55.85ms</td>
</tr>
</tbody>
</table>

Figure 6: Delay measurements on DeepRacer and Intel neural compute stick. The mean is shown in green. The back ‘x’ marker shows the median of IQR.

B Delay Measurements on Different Hardware Platforms

Figure 6a shows the delay measurements of the navigational policy using the DeepRacer robotic car. The execution latency ($\Delta \tau_{\eta}$) is dependent on the choice of the hardware resource at runtime (GPU vs. CPU). DeepRacer camera supports a sampling rate of 15Hz and 30Hz. The sampling interval ($\Delta \tau_{\sigma}$) is 20-45 ms in the 30Hz frame rate setting and 62-71ms in the 15Hz setting, respectively. We also measure the execution latency when the complexity of the neural network is increased by adding more CNN layers and in the presence of other inference tasks. The complexity of the neural network and the required compute requirements vary with additional CNN layers that can happen when an application selects a more complex network to achieve better inference accuracy. The case for computing in the presence of other inference tasks can show up in two ways: (i) multiple models need to run for the same robotic application; (ii) an edge server acting like a machine learning model server for several applications.

We analyze the execution latency of shallow neural networks on a low power microcontroller device (GAP8) and edge accelerator (Intel neural compute stick 2). GAP8 is a milli-watt range microcontroller device having a dedicated CNN accelerator enabling battery-operated edge devices with rich analytics capabilities. We analyze the execution latency of the neural network trained using the MNIST dataset on GAP8 as the number of CNN layers is increased from 2 to 4. The network consists of the CNN layers followed by an output layer. Table 2 shows the increase in inferencing latency from 7.5ms to 55.90ms on increasing CNN layers from 2 to 4. Average results for 10 runs are reported. The variations across individual runs are very small (few microseconds).

Intel neural compute stick 2 (NCS2) is a deep learning processor on a USB stick that provides faster neural network inference capabilities to Raspberry Pi like edge devices. We analyze the variation in execution latency of a neural network with 2 CNN layers and an output layer trained using the MNIST dataset in the presence of other inference tasks on NCS2. We simulate parallel inference tasks by hosting the same neural network multiple times, all of which are running parallel. Figure 6b shows the results. As seen, when more parallel tasks are using the same hardware resource, in this case, the NCS2, the execution latency can increase up to 10x times.
C Additional Details on HalfCheetah and Ant Tasks

We vary the state transition delays ($\Delta\tau_\sigma$ and $\Delta\tau_\eta$) in the simulator when training the policies for HalfCheetah and Ant Tasks. For HalfCheetah and Ant Tasks, PyBullet simulator evolves physics at a fixed time ($SimTime$) of 4.12 ms for each action. When the agent acts, the simulation is advanced by applying the past action for $\frac{\Delta\tau_\eta}{SimTime}$ simulation steps, and the most recent action for $\frac{\Delta\tau_\sigma-\Delta\tau_\eta}{SimTime}$ simulation steps.

**State space.** The default state of `HalfCheetahBulletEnv-v0` and `AntBulletEnv-v0` is used for domain randomization policies. To train a policy with time in the state, $\Delta\tau_\sigma$ and $\Delta\tau_\eta$ are directly added as another state thereby increasing the input dimensions by 2.

**Actions.** The actions available in default environments for `HalfCheetahBulletEnv-v0` and `AntBulletEnv-v0` is used.

**Reward function.** For every agent’s action, the simulation is advanced for multiple simulation steps depending on the $\Delta\tau_\eta$ and $\Delta\tau_\sigma$. This results in multiple reward calculation for each simulation step. For every agent’s action, we take the average of the rewards from all simulation steps. This ensures the reward is on the same scale as the default environments.

**Hyperparameters.** For training, we use the default hyperparameters from OpenAI Baselines PPO implementation other than making the following changes. We used a learning rate of $3 \times 10^{-4}$ and 10,000 steps between policy update.

D Additional Details on Autonomous Vehicle Task

**State space.** The images (160x120) are directly used to train the domain randomization (DR) policy. For time in state (TS) policy, the sampling interval and execution latency are fused with images using the approach of multimodal fusion.

**Image augmentations.** We apply augmentations to the image by modifying its brightness randomly, adding random shadows, sharpen and random noises during the training of both DR and TS policies so as to enable successful transfer to the real track in the presence of sensor noises. Without image augmentations, we observe an inferior Sim2Real transfer. Figure 7 visualizes the image augmentations.

**Actions.** The action space of the agent consists of speed and steering angle. The agent is given a choice of 15 actions which consists of 3 different speeds (1.2m/s, 1.5m/s, 1.8m/s) and 5 steering angles which are (-30, -15, 0, 15, 30) in degrees.

**Reward function.** The reward signal is calculated based on the distance of the car from the centerline of the track. The highest reward of 1.1 is given when the center of the car matches the centerline, which is scaled to zero when the distance from the centerline makes the car close to offtrack. The agent is rewarded more for high-speed actions. A negative reward of -30 is given to the agent when the car goes off the track.

**Hyperparameters.** We use the default hyperparameters from OpenAI Baselines PPO implementation other than making the following changes. We fixed 7,000 Steps between policy update and an entropy coefficient of 0.001.
E Experiments with Variable Delays within an Episode

The experiments at different delays shown in Figure 4 and Figure 5 highlight Time-in-state policy’s superior performance across a wide range of delay variations, along with quantifying the drop in performance as the delay magnitude is increased across episodes. Next, we expose the trained fully connected policies of Halfcheetah and Ant tasks to variable delay in a single episode.

We consider three different multitenancy settings: (i) low load, (ii) heavy load, and (iii) mixed load, exposing policies to a range of delay variations. These experiments simulate the arrival of multiple parallel tasks on the same hardware running the deep RL policy. In the low load setting, the execution latency is selected between \([0-2 \times Sim_{time}]\) randomly for each step during the episode. For both HalfCheetah and Ant Task, the \(Sim_{time} = 4.12\text{ms}\), and each episode consists of 1000 steps. For heavy load, the execution latency is varied randomly between \([6 \times Sim_{time}-10 \times Sim_{time}]\). The execution latency is varied randomly between \([0-2 \times Sim_{time}]\) for the first 333 steps, \([3 \times Sim_{time}-5 \times Sim_{time}]\) for the next 333 steps, and \([6 \times Sim_{time}-10 \times Sim_{time}]\) for the remaining 334 steps in the case of mixed load setting. The sampling interval is selected to be a maximum of \((Sim_{time}, execution\ latency)\). A random jitter of \(\pm Sim_{time}\) is added to the execution latency and the sampling interval during each step to account for the measurement noises.

As shown in Figure 8, Time-in-State policies have superior performance as compared to the domain randomization policies. The spread of reward is captured across 10 episodes for each model at a particular multitenancy setting. The variation in Figure 8 follows the same behavior shown in Figure 4. For example, at a low execution latency (in Figure 4) for the HalfCheetah task, the difference in the performance of Time-in-state policy and domain randomization policy is significant. A similar significant performance difference is observed in the low load setting for the HalfCheetah task in Figure 8. The heavy load and mixed load also follow the performance difference observed in Figure 4.

F Experiments with Recurrent Policies

The recurrent policies are known to perform better than the fully connected policies for tasks where the partial state is observed. We evaluate TS and DR policies with recurrent architectures for the HalfCheetah task. The state space, actions, and reward function used are the same as the one discussed in Appendix C for fully connected policies. We modified the open-source code available from
Figure 9: Learning curves of time-in-state recurrent (TS-Recurrent), time-in-state fully connected (TS-FF), domain randomization recurrent (DR-Recurrent), and domain randomization fully connected (DR-FF) policies for HalfCheetah task. The fully connected policies are trained for $\sim 2400$ iterations whereas the fully connected policies are trained for $\sim 10000$ iterations. TS policies achieve higher training reward than the DR policies.

Hafner et al.\textsuperscript{5} to train recurrent policies. The variation of timing characteristics during the training was done as discussed in Section 3.1. The network architecture consists of a fully connected layer with 64 nodes, followed by a GRU layer with 64 units, and an output layer.

We train 3 models each for recurrent TS and recurrent DR, with different seeds. Figure 9 compares the learning curves of recurrent and fully connected policies. The learning curves for fully connected policies, also shown in Figure 3a, are added here for comparison. We stopped the training of fully connected policies after $\sim 2400$ iterations. The recurrent policies require a significantly larger number of iterations ($\sim 10000$) to train. The recurrent TS and recurrent DR achieve higher training rewards as compared to the fully connected TS and fully connected DR respectively. The max average training reward achieved by fully connected TS and fully connected DR is 1199 and 857 respectively. The recurrent TS and recurrent DR achieves max average training reward of 1278 and 974 respectively. We observe that the fully connected TS achieves significantly higher training reward than the recurrent DR, suggesting that adding time to the state is a better approach than training a recurrent DR policy.

Figure 10 shows the comparison of recurrent policies and fully connected across three trained models. The Sim2sim comparison of fully connected policies is added from Figure 4a for comparison. The spread of test reward is captured across 10 episodes for each model at a particular sampling interval ($\Delta \tau_{\sigma}$) and execution latency ($\Delta \tau_{\eta}$). The TS policies perform better than the DR policies across a range of state transition delay variations, maintaining a higher mean test reward.

G Vanilla Policy without Varying Timing Characteristics

The vanilla fully connected and vanilla recurrent policies for the HalfCheetah task are trained without varying the $\Delta \tau_{\sigma}$ and $\Delta \tau_{\eta}$. The policies are trained by using the default HalfCheetahBulletEnv-v0 environment in which the simulation is advanced for a fixed time ($SimTime$) of 4.12 ms for each action. By default, the execution latency ($\Delta \tau_{\eta}$) of 0 is present, as the simulation is paused when deciding action (by doing neural network inference and other processing). Since updated state is

Figure 10: Sim2sim comparison of time-in-state recurrent (TS-Recurrent), time-in-state fully connected (TS-FF), domain randomization recurrent (DR-Recurrent), and domain randomization fully connected (DR-FF) policies for HalfCheetah task. The comparison is done across different execution latencies ($\Delta \tau_\eta$). The sampling intervals ($\Delta \tau_\sigma$) is selected to be maximum of (4.12 ms, $\Delta \tau_\eta$), so that agent can act for each sensed state. The mean is shown in green, the black 'x' marker shows the median of IQR. TS policies achieve higher mean reward than DR policies.

available every $Sim_{Time}$, it has a fixed sampling interval ($\Delta \tau_\sigma = Sim_{Time}$). We train three models, both for vanilla recurrent and vanilla fully connected with different seeds. The learning curves of the vanilla fully connected and vanilla recurrent policies are shown in Figure 11a. The vanilla recurrent policies achieve higher training reward than the vanilla fully connected policies. The mean test reward achieved by the vanilla recurrent policies is higher than the vanilla fully connected policies for the settings that are same as the training settings ($\Delta \tau_\eta = 0$, $\Delta \tau_\sigma = Sim_{Time}$) as shown in Figure 11b. However, both vanilla recurrent policies and vanilla fully connected policies fails to work for execution latencies ($\Delta \tau_\eta$) $\geq$ 8.24 ms, which is twice the $Sim_{Time}$. This motivates the need to have variable state transition delays ($\Delta \tau_\sigma$ and $\Delta \tau_\eta$) during training to have policies robust to variable timing characteristics.
H Extended Discussion on Control System Approaches

Multiple researchers have investigated the design of classical controllers in the presence of delays. We present a summary in Section 5. Here, we include more relevant literature. Traditionally, the delay is modeled and incorporated in the design of optimal controllers to compensate for it\cite{6,7,8,9,10,11,12}. Wittenmark et al.\cite{6} models the delays showing complicated patterns in nested communication loops suggesting that it is important to consider delays in the design of the controller. Hespanha et al.\cite{7} and Lian et al.\cite{8} discuss the presence of variable delays in networked controlled systems. The different approaches to handle network delay include network protocols guaranteeing constant delay, usage of buffers to transform variable delays to the constant delay, and the assumption of worst-case delay.

Nilsson et al.\cite{9}, Åström et al.\cite{10} and Liberzon\cite{11} discusses the design of optimal controllers in presence of delays using Lyapunov functions. Sharon et al.\cite{12} discuss the design of networked control systems in the presence of small delays. Unlike controller designed via analytical means, the DNN-based controller trained via RL is a black box. There are no known mechanisms to compensate for delays and, thus, the overall system performance degrades when the delay varies between training and deployment.
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