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Abstract—As more compact designs and more assembled function modules are utilized in modern electronic devices, radio-frequency interference (RFI) source reconstruction is becoming more challenging because different noise sources may contribute simultaneously. This article presents a novel methodology to reconstruct multiple RFI noise sources on a real-world product, including several double-data-rate (DDR) memory modules and a high-speed connector. The DDR modules located beneath a heatsink cause random noise-like signals, which renders phase measurements challenging. An approach based on the tuned-receiver mode of a vector network analyzer is developed to measure the field phase from the random DDR signals, which can be further modeled with a Huygens’ box using the measured field magnitude and phase. Moreover, the connector can be modeled using an equivalent magnetic dipole. Furthermore, the total RFI power from the DDR memory modules and the high-speed connector, which generate uncorrelated RFI noise, is found to equal the summation of the individual power values obtained by an root mean square detector, which can be mathematically corroborated. Using the proposed method, the reconstructed source model can predict RFI values close to measurement results with less than 5 dB deviation.

Index Terms—Double-data-rate (DDR), Huygens’ box, magnetic dipole, multiple sources, radio-frequency interference (RFI), source reconstruction, uncorrelated sources.

I. INTRODUCTION

RADIO-FREQUENCY interference (RFI) is becoming increasingly important in modern wireless electronic devices, as their sizes become smaller and more function modules are densely assembled. RFI noise from different components, such as CPUs, memory modules, integrated circuits (ICs), heatsinks, and connectors, can simultaneously interfere with the receiving antenna and degrade receiver sensitivity [1]–[7], as illustrated in Fig. 1. The characterization of multiple RFI noise sources is necessary to better understand radiation physics and develop mitigation methods [8].

There have been numerous studies on different methods for RFI source reconstruction. Dipole-moment arrays [1], [9]–[14] have been commonly used to model emissions and to estimate near-field coupling from ICs or printed circuit boards (PCBs). The near field is obtained on a plane above the sources, where both magnitude and phase are needed to calculate a dipole array. Huygens’ box is another tool for reconstructing near-field sources [6], [7], [15]–[17]. Here, the tangential E or H fields on the Huygens’ box surfaces are acquired, and again, both the magnitude and phase are needed. Simulations have been used to verify this Huygens’ box methodology [15], [17], in which the magnitude and phase of the tangential fields are easy to simulate. In addition, some measurements have been performed to capture tangential fields, including the magnitude and phase on the Huygens’ box [6], [16]. In [6], the vertical E field was measured along the gap between a heatsink and IC, while in [16], the tangential H field was measured on an imaginary Huygens’ box above an IC source.

The dipole-moment and Huygens’ box methods are effective for near-field source modeling if phase information is available. The studies mentioned above using these two methods [1], [6], [10], [12]–[14], [16] attained phase values from measurements. In some of these studies [6], [10], [12], a vector network analyzer (VNA) was used to excite a passive device, and the phase was obtained by measuring $S_{21}$. In the other works [1], [13], [14], [16], the phase was acquired by finding a stable measured signal or a signal synchronized to the measured signal as a phase
reference. However, for signals such as double-data-rate (DDR) signals [18], [19] in real products, phase measurements are more challenging because DDR signals are random binary sequences and hence can generate random broadband noise [20]. It is challenging to track a stable measured signal. Moreover, we cannot assign a synchronized signal to active DDR sources. Thus, it is difficult to find a phase reference. To analyze noise signals, such as DDR signals, some researchers have attempted to use the dipole-moment method with only the measured magnitude [20]; however, this approach works only when a single visible dipole moment is present in the near-field pattern. This method cannot handle more complicated random sources without a clear dipole-moment pattern.

In this article, a real-world product with multiple random noise sources, including various DDR memory modules and a high-speed connector, is studied. This article proposes a method of source reconstruction and RFI estimation for these sources. An approach using the VNA tuned-receiver mode is presented to resolve the phase measurement for the random DDR sources to be reconstructed with a Huygens’ box. Additionally, the high-speed connector is reconstructed using an equivalent dipole. The total contribution of the Huygens’ box and the equivalent dipole is further studied based on their uncorrelated relationship. The reconstructed source model is validated by comparing the simulated RFI using the source model with the measured RFI caused by the total contribution from the random noise sources.

The rest of this article is organized as follows. The source reconstruction of the high-speed connector is briefly introduced in Section II. In Section III, details are given regarding the reconstruction of the Huygens’ box. In Section IV, the reconstruction of the two sources is explained. Finally, Section V concludes this article.

II. SOURCE MODELING FOR A HIGH-SPEED CONNECTOR

Fig. 2 illustrates the noise sources in the actual product considered in this article. Multiple DDR memory modules connect with a CPU located beneath a heatsink, generating RFI noise on two victim antennas. Source reconstruction for this complex scenario is challenging due to difficulties in phase measurement. Moreover, one high-speed connector is interfering with both victim antennas simultaneously, which exacerbates this problem.

The first noise source to consider is the high-speed connector, which cannot be easily addressed by the dipole-moment method, in which the near field is scanned over a plane above the device under test (DUT). The right-angle corner of the transition part is identified as the primary noise source of the connector. When measuring the connector, the heatsink was shielded entirely with gaskets to eliminate the radiation from the sources underneath. In [21], a near-field scanning method was proposed to deal with this challenging structure, and a half-dipole pattern was found through scanning. In this article, the same procedure was utilized to resolve the noise modeling for the same type of connector [21].

A. Near-Field Scan

Near-field scanning was performed for two planes with different orientations: the $x$–$y$ and $y$–$z$ planes, as shown in Fig. 3. Both $H_x$ and $H_y$ were measured in these planes, with only the magnitude being measured. The spectrum analyzer (SA) settings were as follows: the measurement frequency range was 2.4–2.5 GHz, the resolution bandwidth was 100 kHz, an root mean square (RMS) detector was used, the sweep time was 117 ms, 1001 samples points were measured, and a maximum hold trace mode was used. These settings were used for all of the following magnitude measurements based on an SA. In addition, all the measurements in this article were performed in a well-shielded chamber to exclude other noise signals, such as external Wi-Fi signals, from the measured noise signal.

A low-noise amplifier (LNA) was used to amplify the RFI signal by cascading three amplifiers with gain values of 10, 15, and 15 dB and noise figure values of 0.7, 3.2, and 3.2 dB, respectively. Even though the SA has a high noise figure of 24 dB, this LNA ensures a low noise figure of 1.45 dB and a high gain of 40 dB for the entire system to maximize the signal-to-noise ratio (SNR) of weak signal measurements. The same LNA was adopted for the remaining measurements throughout this article.

Similar to [21], the near-field pattern looks like half of an $M_y$ dipole, as shown in Fig. 4. The field data in Fig. 4 was obtained through a precise scanning robot with a spatial resolution of 1 mm and plotted using interpolation.

B. Dipole Strength Extraction and RFI Simulation

In previous research [20], [22], the least-square method has been applied to extract the dipole strength of a single dipole. However, in this case, the transfer coefficient cannot be calculated analytically from the near field for a magnetic dipole in free space due to the connector structure. Thus, the strategy described in [21] is adopted in this article. Namely, a full-wave simulation was used by placing an equivalent $M_y$ dipole near the connector structure to obtain the $H$ field as the transfer coefficient. More details are provided in [21].
After the dipole strength was extracted from the near field, the corresponding magnetic dipole was applied in a full-wave simulation to simulate the RFI caused by the connector. Fig. 5 compares the simulated and measured RFI for the two victim antennas. A good agreement is achieved with a discrepancy less than 4 dB, except for the resonance dip near 2.48 GHz for ANT1. This deviation is reasonable because the simulated RFI at 2.48 GHz is lower than the measurement noise floor, but the signals buried beneath the noise floor are not measurable. The measured noise signal around 2.48 GHz is the summation of thermal noise (the noise floor) and the noise signal from the connector. Therefore, the measured noise power near 2.48 GHz in Fig. 5(b) is slightly (about 1 dB) higher than the noise floor.

III. SOURCE RECONSTRUCTION FOR DDR SOURCES

By utilizing the heatsink structure, a Huygens’ box can be applied to reconstruct the DDR sources. In this method, the key is to measure the field phase and magnitude on the Huygens’ box. Phase measurement is usually more complicated than magnitude measurement because it requires a reference. The multiple DDR sources beneath the heatsink generate random noise signals and thus make it challenging to find a stable reference signal.

This section will elaborate on approaches for measuring the field phase and magnitude from random DDR sources. When measuring the DDR sources, the radiation from the high-speed connector was eliminated by powering OFF the connector. Additionally, RFI estimation results obtained using the Huygens’ box will be shown and compared with measurement results.

A. Heatsink Structure

The detailed heatsink structure is shown in Fig. 6. The heatsink has dimensions of 10 cm × 10 cm, and there is a 5-mm-wide gap between the heatsink and the ground. There are also four screws in the four corners shorting the heatsink to the ground.

The frequency band of interest ranges from 2.4 to 2.5 GHz, corresponding to a wavelength of approximately 12 cm. The heatsink forms a cavity structure, with the top and bottom faces being PEC boundaries. The gap width is much smaller than the wavelength. Consequently, the four sides can be approximated as perfect-magnetic-conductor boundaries, as there is no significant normal current to generate a tangential H field near the four edges. Namely, only a normal H field and a tangential E field are present on the four sides.

According to the Huygens’ equivalence principle, the normal H field does not contribute [23]; hence, only the tangential field is useful. The top and bottom surfaces are PEC boundaries, and consequently, the tangential E field on the top and bottom face is zero. Therefore, $E_z$ is dominant on the four sides. Thus, the problem can be resolved by measuring the magnitude and phase of $E_z$ along the gap of the four edges.

Moreover, because the gap width is sufficiently small, it can be assumed that there is nearly no field variation along the z-direction. In other words, only one location needs to be sampled along the z-direction, which further simplifies the measurement procedure.
B. Phase Measurement

Phase measurements require a phase reference. In most cases, a separate probe or signal line can be utilized for the phase reference. In this article, one of the victim antennas was chosen as the phase reference, as shown in Fig. 7. The victim antenna was chosen because it can receive a clear noise signal, which is needed for a good phase correlation. Using the victim antenna instead of another reference probe can avoid disturbing the movement of the $E_z$ probe, which is a broadband probe that can work up to 6 GHz [24]. Moreover, as will be explained below, the dominant source that causes the strongest noise coupling at the victim antenna can be identified by selecting the strongest peak of the reference signal.

To measure the relative phase between the victim antenna and the $E_z$ probe, an oscilloscope can be used to record their time-domain waveforms and resolve their phase difference through post-processing and fast Fourier transform [25]. However, using an oscilloscope is slow and has a low SNR [25]. Instead, the VNA tuned-receiver mode was utilized for phase measurements [25]. The tuned-receiver mode is a VNA operation mode that turns off the internal source and simultaneously measures the magnitude and phase of $A$ and $B$ can be recorded concurrently; hence, the phase difference between the two channels can be obtained. Both $A$ and $B$ were amplified through an LNA to ensure detectable signals.

Fig. 7 shows the measurement results for the $A$ magnitude, $B$ magnitude, and phase difference between $A$ and $B$, obtained by using the VNA tuned-receiver mode with a zero span at 2.437 GHz. A sweep time of 2 seconds was used, and 1601 points were obtained for each sweep. The time duration of each sweeping point is roughly 1.2 ms. The number of points on the x-axis in Fig. 8 represents different sweeping points, namely different time. The magnitudes of $A$ and $B$ were unstable and varied considerably at different sweeping points, which was expected because DDR signals are random binary sequences [20]. Unfortunately, as shown in Fig. 8(c), the phase difference between $A$ and $B$ also varied randomly from -180° to 180°, not providing any helpful phase information.

The random-like variation of the measured phase difference between $A$ and $B$ can be understood as follows. Due to the multiple DDR noise sources distributed beneath the heatsink, channels $A$ and $B$ may receive signals of varying amplitudes for different sources from various locations at different moments.

Each of these sources generates random noise signals similar to those shown in Fig. 8 (a) and (b). Therefore, the phase measurement result shown in Fig. 8(c) is reasonable. Notably, in Fig. 8 (a) and (b), when there is a peak in $A$, there is also another peak in $B$, as marked by arrows. Given this observation, it is reasonable to assume that there is one dominant source causing these peak signals. Here, $V_1$ is the dominant source; $V_2$ represents other weaker sources uncorrelated with $V_1$; $V_A$ is the coupled noise voltage for channel $A$; $V_B$ is the coupled noise voltage for channel $B$; and $k_{11}$, $k_{12}$, $k_{21}$, and $k_{22}$ represent respective transfer coefficients. The relationship between the two sources can be expressed using (1), in which all the variables are complex values with both magnitude and phase information:

$$V_A = k_{11} V_1 + k_{12} V_2$$
$$V_B = k_{21} V_1 + k_{22} V_2.$$  

(1)

If we divide both sides in (1), we can obtain

$$\frac{V_B}{V_A} = \frac{k_{21} V_1 + k_{22} V_2}{k_{11} V_1 + k_{12} V_2} = \frac{k_{21} + k_{22} (V_2/V_1)}{k_{11} + k_{12} (V_2/V_1)}.$$  

(2)

By organizing (2), we can further obtain

$$\frac{V_B}{V_A} = \frac{k_{21} k_{11} + (k_{11} k_{22} - k_{21} - k_{12} (V_2/V_1)) - k_{22} k_{12} (V_2/V_1)}{k_{11}^2 - k_{12}^2 (V_2/V_1)^2}.$$  

(3)

By observing Fig. 8, we can find that the peak signals are at least 5 dB higher than the weaker signals. If we only select the peak signals as marked in Fig. 8, the signal portion from the dominant source is at least 5 dB higher than the signal portion.
from the weaker sources, namely
\[
20\log_{10} \left( \left| k_{11} V_1 \right| / \left| k_{12} V_2 \right| \right) > 5 \text{ dB.} \tag{4}
\]

Therefore, we can easily obtain
\[
20\log_{10} \left( \left| k_{12} V_2 \right|^2 / \left| k_{11} V_1 \right|^2 \right) < -10 \text{ dB} \tag{5}
\]
where -10 dB is considered as a small value that can be neglected in engineering practice. Thus, it is reasonable to conclude
\[
\left| k_{12} V_2 \right|^2 \ll \left| k_{11} V_1 \right|^2 \tag{6}
\]
which is equivalent to
\[
k_{12}^2 (V_2 / V_1)^2 \ll k_{11}^2. \tag{7}
\]

Therefore, the quadratic term \( k_{12}^2 (V_2 / V_1)^2 \) in the denominator of (3) can be neglected.

Similarly, the peak signals in channel \( B \) correlated with the peak signals in channel \( A \) were also be selected, so that (8) is satisfied
\[
k_{22}^2 (V_2 / V_1)^2 \ll k_{21}^2. \tag{8}
\]

Through (7) and (8), we can obtain
\[
k_{22} k_{12} (V_2 / V_1)^2 \ll k_{21} k_{11}. \tag{9}
\]

Consequently, the quadratic term \( k_{22} k_{12} (V_2 / V_1)^2 \) in the numerator of (3) can also be neglected. Hence, (3) can be approximated as
\[
\frac{V_B}{V_A} \approx \frac{k_{21}}{k_{11}} + \frac{k_{11} k_{22} - k_{21} k_{12}}{k_{11}^2} \cdot \frac{V_2}{V_1}. \tag{10}
\]

We can take an average on both sides of (10) and obtain
\[
\left< \frac{V_B}{V_A} \right> = \frac{k_{21}}{k_{11}} + \frac{k_{11} k_{22} - k_{21} k_{12}}{k_{11}^2} \cdot \left< \frac{V_2}{V_1} \right>. \tag{11}
\]

According to [27], if \( V_1 \) and \( V_2 \) are two random variables with normal distributions and zero means (which is valid for the random signals in this article), the second term in (11) is approximately equal to 0. Namely, the phase difference between \( V_B \) and \( V_A \) caused by the dominant source can be resolved [27] by using
\[
\left< \frac{V_B}{V_A} \right> \approx \frac{k_{21}}{k_{11}}. \tag{12}
\]

Based on the above analysis, the peak signals must be selected to acquire meaningful phase information. Thus, the procedure shown in Fig. 9 was adopted to measure the phase difference between \( B \) and \( A \). First, one sweep was performed in the VNA tuned-receiver mode using a zero span for 2 s, and all channels were held. Second, the highest peak in the \( A \) magnitude was selected, and the \( A \) phase, \( B \) magnitude, and \( B \) phase at the same point were read. Third, multiple sweeps were performed, and the corresponding values for each sweep were recorded by repeating the second step. Finally, the average value of \( B/A \) for multiple sweeps was calculated to obtain the phase difference between \( B \) and \( A \).

Following the above procedure, the phase at \( y = 0 \) cm, \( x = 5 \) cm was measured by performing 40 sweeps at 2.437 GHz. In addition, the device was power-cycled, and a second measurement was performed. The phase results of the two measurements are plotted in Fig. 10, showing a phase difference near 0 degrees. The standard deviations for the two curves in Fig. 10 are 16.8° and 9.9°, respectively. Despite slight fluctuations, the measured phase is more consistent than that shown in Fig. 8(c), which supports the initial assumption that one dominant source is causing the correlated peak signals in channels \( A \) and \( B \).

Using the same procedure, the phase values at other locations were measured, and the phase distribution at 2.437 GHz is shown in Fig. 11. Furthermore, by measuring the phase at different frequencies, we found that the phase distribution changed little with frequency. Fig. 12 (a) and (b) presents the phase measured at different frequencies for two distinct locations. The results
Fig. 12. (a) Phases for different frequencies at \( x = 4 \text{ cm}, y = 0 \text{ cm} \), which are all near 0°. (b) Phases for different frequencies at \( x = 8 \text{ cm}, y = 10 \text{ cm} \), which are all near 180°.

Fig. 13. Setup for measuring the magnitude of \( E_z \) for the Huygens’ box, indicate that the dominant sources for different frequencies may be located at the same place.

C. Magnitude Measurement

Because most of the available VNAs have poor image rejection in the tuned-receiver mode, they cannot perform as well as an SA receiver [25]. In the VNA tuned-receiver mode, an unwanted image signal arises, comparable in magnitude to the wanted signal. Some researchers use a zero span to avoid the unwanted image signal when using VNA to measure single-frequency signals [25]. However, the noise signal in this article is broadband. Thus, the magnitude of different frequencies cannot be separated when using the VNA tuned-receiver mode. Consequently, to obtain accurate magnitude measurements, an SA with better image rejection was used to measure the \( E_z \) magnitude on the Huygens’ box, based on the setup shown in Fig. 13.

Because the assumption of a single dominant source has been validated, it is reasonable to use a maximum hold trace mode in the SA to measure the maximum \( E_z \) magnitude generated by the assumed dominant source. The SA settings described for the connector measurement in Section II were utilized in this case. Fig. 14 presents two examples of the measured magnitude distribution at two different frequencies.

D. RFI Simulation for a Huygens’ Box

The phase and magnitude at different frequencies were measured by VNA and an SA, respectively. A separate Huygens’ box model with the measured \( E_z \) magnitude and phase was employed for each frequency point. These Huygens’ box models were imported into the *CST Studio Suite [26] to simulate the RFI at different frequencies. Additionally, the RFI values in the actual product were measured by an SA using the same settings utilized for the \( E_z \) magnitude.

The simulated and measured RFI results for both victim antennas are compared in Fig. 15. The maximum deviation is approximately 5 dB. This good agreement indicates that the preassumption of one dominant source is reasonable, and the proposed method of phase and magnitude measurement for reconstructing multiple DDR sources is effective.

IV. MULTIPLE NOISE SOURCE QUANTIFICATION

Although the DDR memory noise dominates the RFI in the particular DUT studied in the previous sections, it is also common for multiple noise sources to have comparable contributions to the RFI. Noise source quantification for such a case is investigated in this section. To ensure that the contribution from each noise source is comparable, the DDR source was set to operate in a different mode to reduce the noise strength. In addition, three sides of the heatsink gap were shielded with gaskets to reduce the coupling to the victim antennas. The structure of the so-called “one-side” heatsink is depicted in Fig. 16. To reconstruct the noise source for this structure, measurements are needed only for the unshielded side.

Fig. 14. Two examples of the measured magnitude distribution. The interval between measurement points was 1 cm. (a) At 2.40 GHz. (b) At 2.48 GHz.

Fig. 15. Comparison between the simulated and measured RFI for the Huygens’ box. (a) ANT0. (b) ANT1.
A. Heatsink Source Reconstruction

By applying the procedure described in Section III, the magnitude and phase of $E_z$ were measured along the open side of the heatsink. Using these measurements, the Huygens’ box models at different frequencies were again imported into the CST Studio Suite [26] to simulate the RFI. Similar to Fig. 15, the RFI predicted by the Huygens’ box models for the “one-side” heatsink is reasonably close to the measured RFI, within an error of 5 dB, as shown in Fig. 17. This good agreement provides a second verification of our proposed method for reliably and accurately reconstructing DDR sources.

B. Reconstruction of Two Noise Sources

In the DUT, the two noise sources come from two different unsynchronized functioning modules. Thus, these two sources are expected to have uncorrelated radiation. We performed two more measurements to confirm their uncorrelated relationship. First, we used an SA to measure their frequency spectrum and observed two distinct time-varying spectrum characteristics. Second, we used a VNA with tuned-receiver mode to measure the phase difference between their radiation field and could not observe any phase correlation. We can do the following mathematical derivations to analyze the total noise power received by an SA from these two uncorrelated sources.

Suppose that $X_1$ and $X_2$ are two signals with a phase difference of $\theta$, namely

$$\frac{X_1}{X_2} = \left|\frac{X_1}{X_2}\right| \cdot e^{j\theta}. \quad (13)$$

If $X_1$ and $X_2$ are correlated with each other, their phase difference $\theta$ is a constant value. However, since the heatsink and the connector have been identified as uncorrelated, their phase difference $\theta$ is a random value between 0 and 360 degrees at different times.

When using an RMS detector, which is commonly used for RFI measurements of noise-like signals, the SA calculates and outputs the average power of all samples for each measurement point. Thus, using an RMS detector has an averaging effect that can benefit the repeatability of power measurement for complex and random signals. Suppose that $X(i)$ represents the voltage of the $i$th sample on a measurement point, and $N$ is the total number of samples belonging to this point. Using the RMS detector, the displayed power value for this point can be expressed as

$$P_{\text{RMS}} = \left(\sum_{i=1}^{N} |X(i)|^2 \right) / N. \quad (14)$$

Hence, using the RMS detector, the total power from $X_1$ and $X_2$ is calculated as

$$P_{\text{RMS}} = \left(\sum_{i=1}^{N} |X_1(i)|^2 \right) / N + \left(\sum_{i=1}^{N} |X_2(i)|^2 \right) / N \quad (15)$$

By rearranging (15), the total power can be derived as

$$P_{\text{RMS}} = \left(\sum_{i=1}^{N} |X_1(i)|^2 \right) / N + \left(\sum_{i=1}^{N} 2 |X_1(i)| \cdot |X_2(i)| \cdot \cos[\theta(i)] \right) / N. \quad (16)$$

If $X_1$ and $X_2$ are uncorrelated, their phase difference $\theta$ is a random number. Thus, the value of $\cos[\theta(i)]$ is randomly distributed between -1 and 1. If $N$ is large, the third term in (16) will be approximately equal to 0, as shown

$$\left(\sum_{i=1}^{N} 2 |X_1(i)| \cdot |X_2(i)| \cdot \cos[\theta(i)] \right) / N \approx 0. \quad (17)$$

Therefore, the total power from the two uncorrelated signals obtained by the RMS detector is approximately equal to

$$P_{\text{tot}} \approx \left(\sum_{i=1}^{N} |X_1(i)|^2 \right) / N + \left(\sum_{i=1}^{N} |X_2(i)|^2 \right) / N. \quad (18)$$

The result (18) is simply the power summation of $X_1$ and $X_2$ obtained by the RMS detector. This derivation outcome shows that the total noise power is expected to be the summation of the noise power components from the two uncorrelated sources determined by the RMS detector.

Thus, the RFI noise was measured from these two sources to validate the above expectation. The RFI measured from the “one-side” heatsink is shown in Fig. 17, which is comparable to the RFI measured from the connector. In the RFI measurement using an SA, the settings listed in Section II were used.

The RFI level for the two sources with simultaneous contributions is plotted in Fig. 18. The “connector + one-side heatsink” curves mean the measured RFI power values when the two sources were working simultaneously; the “power sum” curves
represented the mathematical summation of the power values from the two sources when they were radiating individually. As shown in Fig. 18, the total noise power from the two noise sources, which corresponds to the worst case, agrees with the noise power summation from these two respective sources. This finding corroborates their uncorrelated relation and the conclusions derived from the above mathematical analysis.

Finally, in simulation, the two RFI sources, including the “one-side” heatsink and the connector, were combined to predict the total RFI by summing the noise powers of the two separate simulations. The simulated RFI matches well with the measured RFI from the two coexisting sources, with a discrepancy of less than 5 dB, as shown in Fig. 19.

V. CONCLUSION

A novel approach for reconstructing multiple random noise sources in a real product is presented. The noise sources include random DDR sources and a high-speed connector. Using the VNA tuned-receiver mode and assuming one dominant source, we can obtain the field phase induced by the random DDR sources and subsequently reconstruct a Huygens’ box. By extracting the dominant source phase, we resolved the challenge in measuring the phase of multiple DDR noise sources. Additionally, mathematical derivations show that the total RFI from two uncorrelated noise sources can be obtained by summing the respective noise power from each source using an RMS detector, and this finding was validated through measurements. Eventually, the simulated RFI using the reconstructed model agrees with the measured RFI from these random noise sources with a deviation less than 5 dB.

This article proposes two strategies for reconstructing the multiple random noise sources. The first strategy is to retrieve the phase from multiple random sources by assuming one dominant source, which was used for reconstructing the DDR sources beneath the heatsink. Nevertheless, the type of random sources is not limited to DDR signals for the proposed methodology. The concept can be extended to other random signals for which it is difficult to track a stable reference signal for phase measurement. The second strategy is to consider the worst-case coupling for two uncorrelated sources by summing up their power values using the RMS detector.

In summary, this article demonstrates a source reconstruction solution for complex random noise signals by focusing on the dominant source and the worst-case noise coupling among multiple random sources.
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