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ABSTRACT
In this paper, we introduce Graphire, an intent discovery system leveraging pretraining on predefined intents to automatically discover novel intents for intelligent personal assistants (IPA). In order to transfer the prior knowledge of predefined intents, Graphire first transforms predefined class memberships into pairwise relationships, and then learns a Siamese Neural Network (SNN) model classifying if two utterances have the same intent. The siamese neural network condenses the prior knowledge of predefined intents in the form of trained neural network weights, and infer pairwise relationships among new utterance pairs. The contribution of the paper is three folds: (1) it proposed a pretraining paradigm based on contrastive learning to distill prior knowledge from existing intents. (2) it proposed a new method to discover novel intent leveraging the prior knowledge (3) it proposed a cluster summarization approach to assign labels for the intents. The experimental results demonstrate the effectiveness of pretraining in Graphire and Graphire’s capability to discover novel intents on a real-world IPA dataset with intents from disparate domains.
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1 INTRODUCTION
Intelligent personal assistants (IPA) such as Amazon Alexa, Apple Siri, Google Assistant, and Microsoft Cortana have gained popularity among users and achieved massive adoption in recent years. These IPAs automatically analyze user utterances and respond accordingly to address user requests. Parsing and understanding the requests from the user utterances is a key task in the natural language understanding components of these IPAs. User requests express intents of the users. For example, "play the song despacito" and "play bon jovi songs" express PlayMusic intent, while "turn off the hallway light" and "shut the kitchen light" express TurnOffLight intent. These IPAs rely on interpretations of the intent carried in the utterances to respond to users in a proper manner.

The research in intent detection from utterances has been prolific [7, 13, 14]. They mostly treat intent detection as a classification task, and rely on large amount of labeled data. Therefore they can only detect predefined intents seen in the training data.

However, users interact with IPAs in various ways and their intents evolve over time. In real world, new intents emerge and old intents may die out. The predefined intents can’t cover the ever-changing customer requests and interaction patterns. Therefore large amount of recent utterances become underserved or unserved by IPAs due to their inability to understand the emerged intents. It is crucial to discover new intents from utterances, and hence domain experts can develop new apps to properly address these novel intents. As a result, we can eventually bring the new utterances under the umbrella of service and reduce the customer friction.

A few recent works investigate the discovery of novel intents [31, 32]. Unfortunately, the methods employed ignore the presence of labeled intents. Overall, these existing intent detection and discovery methods bear a few shortcomings and hinder effective capture of novel intent.

- Target distribution is different. The utterances in live traffic may, and are likely to, have different distributions from utterances used in training. Therefore, it renders classification method obsolete as it can’t predict intent not present in the training data.
- Prior knowledge is ignored. There is plenty of labeled data with utterance domains and intents information. But unsupervised approach disregard the rich labeled dataset, which may provide clues how new intent can be formed.
- Discovered intent granularity is arbitrary. Due to the subjective nature of intent definitions, there is no gold standard to delineate the granularity. “Read book at normal speed” (carrying ReadNormal intent) and “read book faster” (carrying ReadFaster) could possibly be merged to ControlReadSpeed intent. Existing methods often leave it to a hyperparameter to decide.

To alleviate the challenges above, we propose Graphire, which pretrains with predefined intents and transfer the knowledge to guide the discovery of novel intents from the unlabeled utterances. Graphire first distills knowledge from predefined intents with Siamese Neural Network, a twin neural network with shared parameters and
a contrastive loss function, trained with pairs of utterances from predefined intents.

Popular in image domain for applications such as face verification [3, 5, 26], localization [17, 29], and object tracking [2, 33], SNN applications in text, as a vehicle to transfer across distributions, have been rare and far between. In our experiments, we show its effectiveness to transfer the knowledge in predefined intents, captured through siamese network model, to the target unlabeled utterance via inferring the pairwise relationships.

After pairwise relationship inference, the unlabeled utterances form an undirected connected graph with nodes representing utterances and edges representing inferred relationships. Finally, Graphire mines for cliques in the graph to discover and summarize the newly formed intents. The goal of pretraining is to transfer the prior knowledge in this paper. Therefore, we use transfer learning and pretraining in a loosely interchangeable manner in this context.

The contributions of this paper are three folds.

- Proposed a transfer paradigm via SNN to transfer knowledge from existing intents to discover new intents.
- Proposed a new framework to discover novel intents from unlabeled utterances in live traffic for IPAs.
- Proposed a graph-based intent extraction approach to assign intent labels to utterance clusters.

Section 2 highlights related work in the research community and illustrates the architectural details of Graphire. Section 3 explains the real-world evaluation dataset, evaluation metrics, and experimental results. Section 4 draws conclusions and points to future work.

## 2 METHOD

### 2.1 Related Work

Our work is related to intent detection, contrastive learning, and transfer learning in the research community.

**Intent detection.** Research in intent detection, particularly with neural network-based approach, is numerous, e.g., Gangadharatiah and Narayanaswamy [7], Goo et al. [8], Kim et al. [13, 14], Kurata et al. [15], Mesnil et al. [18]. These work focus on detecting intents already present in the training data, as opposed to our proposed method to detect novel intents which are not previously defined. In area of novel intent detection, Vedula et al. [31] uses hierarchical clustering to find new intents, while Vedula et al. [32] looks to discover novel intents through the lens of finding *verb* and *object* paired relationships. Both approaches suffer from the shortcomings explained in section 1 in one way or another.

**Contrastive learning.** Contrastive learning is popular in image domain to tackle a variety of problems such as face verification [3, 5, 26], localization [17, 29], and object tracking [2, 33]. It’s also used to learn the object visual representations. For example, Hadsell et al. [10] learn visual features by contrasting positive pairs against negative pairs. Most relevant to our work, Hsu et al. [11] learns a pairwise similarity function for domain and task adaption. They use the transferred knowledge as constraints to guide the clustering in the downstream steps. In text domain, Guo et al. [9] uses contrastive learning to obtain effective representations for text classification based on monolingual embeddings of BERT.

### 2.2 Problem Definition

Given a set of utterances $u_1$, $u_2$, ..., $u_n$, we aim to assign intents $i$ for each utterance, and eventually it produces $(u_1, i_1), (u_2, i_2), ..., (u_n, i_k)$. As prior knowledge, there may exist an auxiliary dataset which has utterances $a_u$ and corresponding intents $a_i$: $(a_u1, a_i1), (a_u2, a_i2), ..., (a_u_m, a_i_k)$. Instances of $i$ and $ai$ can be non-overlapping.

### 2.3 Graphire Overview

To solve the problem above, we propose an approach named Graphire, whose architecture is illustrated in Figure 1 with three steps.

1. **Transfer.** First we develop a SNN based transfer paradigm to condense the knowledge from predefined intents. In this stage, the pairwise relationships among the utterances are inferred with the trained siamese network.

2. **Mine.** The pairwise relationships among the utterances form an undirected utterance graph, in which vertices represent utterances and edges represent confidences of the connected pairs of utterances having the same intent. We mine for the groups of utterances with the same intent, through the proxy of cliques.

3. **Rank.** We generate extractive summaries of groups of utterances as intent labels, through a variant of PageRank[19], intent rank algorithm (IR).

### 2.4 Transfer

We first transform intent categorical membership to utterance pairwise relationship as shown in Table 1.

With pairwise relationship data, we build a SNN model as shown in Figure 2. Both branches of the network have shared weights with the same $f_{θ}$ as an encoding scheme. As a result, it produces semantic representations, in the form of fixed-length vectors, for the input pair of utterances. We experiment with a variety of encoding schemes such as GloVe[21], ELMo[22] and BERT[6, 30].

The distances between pairs of encoded vectors are calculated with cosine distance. After that, it applies a contrastive loss function which fine-tunes the underlying semantic space to push embeddings of utterances belonging to the same intent together and pulls embeddings of utterances belonging to different intents apart.

$$L_{\text{contrastive}} = Y \cdot (D_{w})^{2} + (1 - Y) \cdot (\max(0, m - D_{w}))^{2} \tag{1}$$

<table>
<thead>
<tr>
<th>Intent Categorical Membership</th>
<th>Utterance Pairwise Relationship</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_1$</td>
<td>$i_1$</td>
</tr>
<tr>
<td>$u_2$</td>
<td>$i_1$</td>
</tr>
<tr>
<td>$u_3$</td>
<td>$i_2$</td>
</tr>
</tbody>
</table>

*Table 1: Transform from categorical intent membership to binary pairwise relationship between utterances.*
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1. Background

Figure 1: Graphire system. The uncolored circles represent utterances that need to have intents assigned. The labeled auxiliary data means the predefined intents. The solid edges among the circles represent the relationships among the utterances. The enclosing dotted lines delineate intent membership. The glowing nodes indicate the extracted representative utterance in that intent cluster.

Figure 2: SNN. A Pair of utterances, utterance1 and utterance2, use the same encoder $f_\theta$ with shared weights. The encoder generates a pair of vectors $u_1$ and $u_2$ for the input pair of utterances independently. A distance (or similarity) function $D_w$ is applied on the pair of vectors. The network is optimized with contrastive loss function $L_{\text{contrastive}}$.

In contrastive loss function shown in equation 1, the margin term $m$ is used to tighten the constraint. If two utterances in a pair are not the same intent, then their distance should be at least margin, or a loss will be incurred. $Y = 0$ if utterances are from different intents; else $Y = 1$ if the utterances are from the same intent. Learnable distance function $D_w(x_1, x_2)$ between a pair of utterances $x_1, x_2$ is parameterized by the weights $W$ in the neural network. Specifically in our implementation, $D_w(x_1, x_2)$ is a network transformation on the cosine distance. The network concurrently optimize for $D_w$ and the encoder parameters in $f_\theta$.

SNN is trained the labeled auxiliary data to obtain the pairwise relationship prediction model, which is later used to infer pairwise relationships among the unlabeled utterances.

2.5 Mine

The inferred pairwise relationships form a graph with vertices representing utterances and edges representing the likelihood the connected vertices belong to the same intent. If the weight between two edges is greater than the default threshold 0.5, it is regarded as connected, otherwise disconnected. We mine the undirected weighted graph for cliques. A clique, $C$, in an undirected graph $G = (V, E)$ is a subset of the vertices, $C \subseteq V$, such that every two distinct vertices are adjacent[1]. In utterance graph, the edges represent the confidences of the connected vertices being the same intent. Therefore, a clique forms a group of coalesced utterances with the same intent.

This implementation of clique finding algorithm we applied is based on work by Bron and Kerbosch [4] and unrolls the recursion to avoid issues of recursion stack depth, as in adaption by Tomita et al. [28]. With the utterance cliques uncovered, we regard cliques with size smaller than $k$ as noise, and hence discard them.

2.6 Rank

We developed a PageRank[19] inspired algorithm, IntentRank, to label each clique with its contained utterance. In weighted undirected graph to obtain intent rank (IR) for each utterance $u$ within a clique with equation 2.

$$\text{IR}(u) = \sum_{v \in B_u} \text{IR}(v) + w(u, v)$$

where $B_u$ are neighbors of utterance $u$ and $w(u, v)$ is the edge weight connecting two vertices $u$ and $v$ in the graph, or the likelihood of utterance $u$ and utterance $v$ having the same intent. Eventually, the highest ranked utterance per clique is returned as the extractive summary of the intent cluster.

3 EXPERIMENTS

3.1 Dataset

We apply a real-world dataset from IPA users to evaluate the performance of Graphire. In actual scenarios, labeled data may only have a few utterances per intent due to the lack of resources or the ad-hoc nature of annotation. In our evaluation, we are also using intents with small number (ranging from dozens to a few hundred) of utterances from a disparate domains such as education, recipe, shopping, video, book, calendar, health, and music.

In the training phase, the intent labels are used to generate utterance pairwise labels. In the testing phase, the intents are hidden
Table 2: Pairwise Relationship Dataset. For user data privacy and intellectual property reasons, we don’t show the exact number of pairs. Ratio indicates the proportion of the number of negative pairs to the number of positive pairs.

and the model predictions are compared with the hidden intents to compute model quality metrics.

To better evaluate the efficacy of the approach, we formulate two evaluation tasks: in-domain intent discovery and cross-domain intent discovery.

• In-domain intent discovery: training data and testing data are from the same domains. Their intents are mutually exclusive. The dataset is produced with random sampling and de-identification to protect user privacy. Then it is split to train (8 domains, 26 intents) and test (8 domains, 21 intents).

• Cross-domain intent discovery: training data and testing data are from different domains. Their intents are mutually exclusive. The dataset is produced with random sampling and de-identification to protect user privacy. Then it is split to train (4 domains, 28 intents) and test (4 domains, 19 intents).

We divide the evaluation into two stages: the pairwise relationship prediction evaluation, and intent discovery evaluation.

3.2 Pairwise Relationship Evaluation

In this section, we evaluate the performance of the pairwise relationship prediction. We measure the performance of the SNN and its ability to transfer knowledge from labeled intents to the test set. The evaluation metrics are below.

- Precision: The fraction of relevant instances among the retrieved instances.
- Recall: The fraction of retrieved relevant instances among all relevant instances.
- F-measure: The harmonic mean between precision and recall.

Data sampling. The training data of the pairwise relationship prediction task is highly imbalanced as the number of negative instances is over ten times higher than the number of positive instances. To improve the overall model performance, we downsampled the negative instances to the same scale as the number of positive instances in the training data while leaving testing data unchanged as shown in Table 2.

Baseline method. Instead of using transfer learning via SNN, the baseline method applies content-based cosine similarity measures to obtain the pairwise relationships. From the training set, it computes the cosine similarity between pairs of BERT-encoded utterances and obtains threshold where it achieves maximal F-1 measure, and then it applies this threshold to decide, in the test set, if pairs of utterances are positive or negative based on their cosine similarities.

Encoders. We experiment with a variety of encoders $f_\theta$ in the SNN including pretrained GloVe[21], ELMo[22] and BERT[6, 30]. For a sequence of tokens, we apply either recurrent or convolutional stacks on top of the GloVe and ELMo embeddings to obtain utterance level encoding. The convolutional stack uses three filters of size 256 and max pooling as shown in Figure 3. The recurrent stack uses bidirectional LSTM with hidden dimension size of 200 and mean pooling as shown in Figure 4.

The results are shown in Table 3. For both cross-domain and in-domain tasks, it shows that transfer learning with BERT encoder outperforms baseline method, which calculates the cosine similarity over the utterance BERT embeddings. Furthermore, we observe that pretrained GloVe and ELMo embeddings, outperforms fine tuned BERT. It is consistent with the results from Li et al. [16], Reimers and Gurevych [23], where it is shown that BERT encoder does not capture semantics well. Additionally, ELMo has advantage over GloVe all experimental setups. On top of the ELMo and GloVe, convolutional or recurrent layers(s) generate utterance level embedding,
Table 3: Pairwise relationship prediction performance. For intellectual property reasons, we report the absolute gains (or losses) of the models over the baseline method. BERT cosine baseline refers to the model uses cosine similarity between BERT encodings. Siamese+BERT method keeps byte pair encoding frozen while tuning positional encoding and the rest of the network with 50 epochs. GloVe and ELMo based models are finetuned on the CNN (or RNN) stack with 50 epochs.

<table>
<thead>
<tr>
<th>Task</th>
<th>Model</th>
<th>Prec.</th>
<th>Rec.</th>
<th>F-1</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>In-Domain</td>
<td>BERT cosine baseline</td>
<td>+0.31</td>
<td>+0.08</td>
<td>+0.32</td>
<td>+0.28</td>
</tr>
<tr>
<td></td>
<td>Siamese+BERT</td>
<td>+0.02</td>
<td>+0.17</td>
<td>+0.07</td>
<td>+0.26</td>
</tr>
<tr>
<td></td>
<td>Siamese+GloVe+CNN</td>
<td>+0.04</td>
<td>+0.21</td>
<td>+0.07</td>
<td>+0.18</td>
</tr>
<tr>
<td></td>
<td>Siamese+GloVe+RNN</td>
<td>+0.17</td>
<td>+0.17</td>
<td>+0.22</td>
<td>+0.26</td>
</tr>
<tr>
<td></td>
<td>Siamese+ELMo+CNN</td>
<td>+0.42</td>
<td>+0.23</td>
<td>+0.45</td>
<td>+0.35</td>
</tr>
<tr>
<td></td>
<td>Siamese+ELMo+RNN</td>
<td>+0.33</td>
<td>+0.26</td>
<td>+0.41</td>
<td>+0.36</td>
</tr>
<tr>
<td>Cross-Domain</td>
<td>BERT cosine baseline</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Siamese+BERT</td>
<td>+0.08</td>
<td>-0.01</td>
<td>+0.10</td>
<td>+0.14</td>
</tr>
<tr>
<td></td>
<td>Siamese+GloVe+CNN</td>
<td>+0.04</td>
<td>+0.21</td>
<td>+0.07</td>
<td>+0.18</td>
</tr>
<tr>
<td></td>
<td>Siamese+GloVe+RNN</td>
<td>+0.17</td>
<td>+0.17</td>
<td>+0.22</td>
<td>+0.26</td>
</tr>
<tr>
<td></td>
<td>Siamese+ELMo+CNN</td>
<td>+0.25</td>
<td>+0.07</td>
<td>+0.27</td>
<td>+0.25</td>
</tr>
<tr>
<td></td>
<td>Siamese+ELMo+RNN</td>
<td>+0.30</td>
<td>+0.20</td>
<td>+0.38</td>
<td>+0.32</td>
</tr>
</tbody>
</table>

It is also observed that as a general trend, when the minimum clique size increases, homogeneity decreases and completeness increases. It is reasonable that in the denoising process, Graphire gradually discards cliques of small sizes. As the cutoff threshold in the output increases, the number of cliques left tend to decrease, resulting in higher completeness score. On the other hand, larger cliques tend to contain utterances of different intents, therefore it results in lower homogeneity score. There are two most extreme cases. 1) Each utterance forms a separate clique. Then the homogeneity score is of a high value while the completeness score is of a low value. 2) All the utterances form a single clique. Then the homogeneity score is of a low value while the completeness score is of a high value. As a comprehensive measure and a tradeoff between homogeneity and completeness, V-measure increases as the minimum clique size threshold increases, showing the promise of denoising capability of mimim clique size parameter.

It’s worth mentioning that the k-means baseline method need to tune the hyper parameter k and it’s often challenging to estimate the number of intents in live traffic. However, graph-based Graphire doesn’t need to know in prior how many intents there are in the data to be inferred. Therefore it render Graphire applicable in many real world scenarios.

### 3.4 Challenges
Challenges abound in the intent discovery process. Transforming categorial intent membership to binary pairwise relationship can grow the instances quadratically. Intent membership for n utterances can map up to n² pairwise relationships. One mitigation technique is to sample the utterances from the whole population and then generate their pairs, since we are targeting to find the novel intent and not necessarily include all the utterance instances of the intents. Another way to reduce the data load (in training) is to explore in-batch pair generation, producing positive and negative pairs with utterances only from within batch. The clique finding algorithm we applied[28] may find overlapping cliques, e.g., a utterance u belong to both clique C₁ and C₂. Graphire implementation assigns u to either C₁ or C₂ with a random seed and make the cliques mutually exclusive.

### 4 CONCLUSION
In this paper, we proposed Graphire, a method to automatically discover novel intents from utterances building on top of pretrained on existing intents. First, we transformed the categorial knowledge
from predefined intents to binary pairwise relationship between labeled utterances and condenses the knowledge to a siamese neural network model. With contrastive loss function, the network fine tunes the featurizer ($f_{\theta}$) and projects the encoding vectors of utterances with the same intent closer to each other while pushing those with different intents further apart. With the fine tuned siamese neural network, it predicts the pairwise relationships among utterances where new intent abounds. With the undirected weighted graph at hand, we mined for strongly connected components—cliques as coalesced utterances groups that form intents. Further more, we developed intent rank, an adaption of PageRank to discover the most representative utterance as the extractive summary and intent label developed intent rank, an adaption of PageRank to discover the most representative utterance as the extractive summary and intent label.
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