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ABSTRACT

Named Entity Recognition (NER) is a crucial natural language understanding task for many down-stream tasks such as question answering and retrieval. Despite significant progress in developing NER models for multiple languages and domains, scaling to emerging and/or low-resource domains still remains challenging, due to the costly nature of acquiring training data. We propose CycleNER, an unsupervised approach based on cycle-consistency training that uses two functions: (i) sentence-to-entity \( \rightarrow \) E2S and (ii) entity-to-sentence \( \rightarrow \) E2E, to carry out the NER task. CycleNER does not require annotations but a set of sentences with no entity labels and another independent set of entity examples. Through cycle-consistency training, the output from one function is used as input for the other (e.g. S2E \( \rightarrow \) E2E) to align the representation spaces of both functions and therefore enable unsupervised training. Evaluation on several domains comparing CycleNER against supervised and unsupervised competitors shows that CycleNER achieves highly competitive performance with only a few thousand input sentences. We demonstrate competitive performance against supervised models, achieving 73% of supervised performance without any annotations on CoNLL03, while significantly outperforming unsupervised approaches.

CCS CONCEPTS

• Computing methodologies \( \rightarrow \) Information extraction, Natural language generation; Unsupervised learning.
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1 INTRODUCTION

Named Entity Recognition (NER) is a core NLP task, being applied in Web search [4], conversational agents [35], and Relation Extraction [1], with increasing adoption in specialized domains like medicine [19, 30], analysis of historical collections [9], etc.

NER approaches are typically trained in a fully supervised manner. The NER training data consists of token-level annotations, where each token is annotated according to a NER class taxonomy (e.g. PER, ORG, O etc.). While there are significant annotation efforts for popular domains like news [23], annotations for specialized domains, e.g. medicine, are difficult to obtain due to: (i) annotator training being complex and time consuming, with domain knowledge acquisition being key (e.g. that “HKE6” is a Gene); and (ii) token-level annotations from diverse domains at scale being costly.

Unsupervised NER methods can help alleviate some of these requirements. Existing unsupervised approaches are based on complex hand-crafted rules, or rely on entity information from pre-existing lexicons or knowledge bases (e.g. [3, 14]). However, it is challenging to create rules and lexicons for entities from special domains, and even harder for low-resource languages. In this paper, we propose CycleNER, an unsupervised approach for training NER models using unannotated sentences, and very small named entity samples that are independent from the sentences\(^1\). CycleNER has two components: (i) sentence-to-entity (S2E), and (ii) entity-to-sentence (E2S). S2E extracts entities given a sentence, while E2S generates a sentence given input entities. S2E and E2S are implemented using sequence-to-sequence transformer architectures since this allows bi-directional conversion between sentences and entities. These two components are jointly trained via two cycles (as shown in Figure 1): (1) sentence learning cycle (S-cycle) and (2) entity learning cycle

\(^1\)In fact, entity samples can be easily acquired through sources such as knowledge bases.
specifically, sentences are the input and output for the S-cycle, while entities are the same for the E-cycle. In each cycle, one component first generates the inputs and the other component is then trained using these generated inputs. In this way, two components are trained effectively and their representation spaces are aligned. Compared to the traditional NER training approach, cycle-consistent training used unlabeled data and is therefore unsupervised. This data can be much cheaper to obtain than traditional supervised datasets.

We experiment with several NER benchmarks, i.e. CoNLL03, WNWUT17, OntoNotes 5.0, and BioCreative II BC2GM. We first verify that the sequence-to-sequence architecture, i.e. T5 [22], allows us to effectively extract entities from sentences. Since CycleNER implements NER by two-cycle training, which is different from the traditional token classification, we experiment with different training strategies. We evaluate the model by setting different numbers of sentences and entity examples, and compare it to SOTA NER results. Results show that our CycleNER can achieve competitive performance compared to supervised approaches. For example, when using a thousand entity annotations, CycleNER can achieve 0.686 (72.7% of SOTA) and 0.613 (66% of SOTA) in CoNLL03 and OntoNotes 5.0, respectively. Our contributions are summarized as follows:

- We propose CycleNER, a novel unsupervised training approach.
- We implement CycleNER using two encoder-decoder architectures, E2S and S2E.
- We study how to effectively train NER using CycleNER.
- We show through an ablation study that our approach increases performance as more sentence or entity examples are provided.
- We compare our approach against several supervised and unsupervised baselines, achieving competitive results.

2 RELATED WORK

Supervised NER: NER is typically cast as a supervised learning task, with most of the state-of-the-art approaches relying on deep recurrent models [10, 21], convolution based [16], or pre-trained transformer architectures [8, 32]. These models achieve highly satisfactory NER performance on typical benchmarking datasets like CoNLL. Yet, the results achieved on CoNLL do not transfer across domains [17], and supervised data from target domains is necessary.

While NER is typically performed through sequence labelling, recent approaches have cast this problem as a sequence-to-sequence (seq2seq) task. Zhu et al. [36] use a Bi-LSTM model to encode sentences and an LSTM+CRF to generate the output entities from an input sentence. Compared against several supervised baselines, the approach has proven to be effective. Similarly, Straková et al. [26], tackle the problem of nested NER, where for a token all possible entity labels are generated. Arguably, recent advances in pre-training seq2seq transformer models, like T5 [22] or BART [12], can be used to perform NER more effectively than recurrent models (LSTMs).

Unsupervised NER: Unsupervised approaches typically rely on hand-crafted rules and pre-obtained lexicons. Etzioni et al. [3] extract entities according to syntactic pattern matches. Zhang and Elhadad [34] propose an unsupervised approach that is applied on the medical domain. The approach first obtains seed entities from an external source, then identifies entities from sentences through chunking and using inverse document frequency. Similarly, Liang et al. [14] propose to generate distant labels using knowledge bases and use these labels to improve supervised NER training. Liu et al. [15] also use a knowledge base to train a NER model (KALM) by identifying whether a word in a sentence is from knowledge base or a general dictionary. While these methods highly rely on external knowledge bases, CycleNER aims at using very limited entity samples, without the need of external resources. In [28], a neural Hidden Markov Model (NeuralHMM) is proposed for token annotation. It estimates the probability distribution of the latent classes using the Baum-Welch algorithm. To do so, it relies on a set of lexical, morphological and syntactic features extracted using neural networks. Morphological features are extracted using CNN, whereas the sentence’s context is captured using LSTMs. This approach is shown to be effective for POS tagging. Both POS tagging and NER can be cast as sequence labeling problems, and therefore we consider this approach as an unsupervised baseline.

Cycle-consistency Training: First introduced in neural machine translation (NMT) [11, 18, 24], cycle-consistency training has been applied to align the latent spaces of auto-encoders trained on different languages, such that for a few seed words and their corresponding translations, their representations are aligned. This allows to train NMT models without parallel datasets. Recently, Guo et al. [5] proposed CycleGT, which jointly learns graph-to-text and text-to-graph tasks. CycleGT is trained using non-parallel data, consisting of textual snippets and graph triples. To solve the multiple mapping problem between text and graph modalities, Guo et al. [6] propose a conditional variational auto-encoder to transform the surjective function into an implicit bijection.

Contrary to previous works, our approach does not require adversarial training or denoising auto-encoder strategies. Instead, we exploit pre-trained transformer models as a means to regularize the training of CycleNER. Furthermore, contrary to Mohiuddin and Joty [18], our cycle-consistency training does not use two latent spaces, but rather, the output of each model (S2E or E2S) is fed as input to each other to generate intermediate sentences or entity sequences.

Our approach transfers the intuitions from Lample et al. [10] and Guo et al. [5]. Unlike Guo et al. [5], we are not constrained on having different modalities in order to perform cycle-consistency training, since we treat NER as a text-to-text generation task.

3 CYCLE-CONSISTENCY NER

We formulate CycleNER as an unsupervised cycle-consistency learning problem, outlining the intuition, the required data and tasks.

Cycle-consistency learning involves simultaneously learning a forward and inverse transformation of data. This approach can be applied to unannotated non-parallel data [37] to learn mapping functions in an unsupervised setting. We propose to apply this framework for NER, using non-parallel entities and sentences, and training generative models to transform sentences to entities, and vice versa.

Unsupervised NER Data: CycleNER relies on non-parallel data, i.e. a set of sentences \( S = \{s_1, \ldots, s_n\} \), where each sentence \( s_i \) can mention zero or more entities, and a set of entity sequences \( Q = \{(e_{1,1}, \ldots, e_{1,k}), \ldots, (e_{m,1}, \ldots, e_{m,k})\} \) where each sequence \( \{e_{1,1}, \ldots, e_{l,k}\} \) consists of zero or more entities. Specifically, we use an entity sequence to represent entities contained in a sentence. The two sets \( S \) and \( Q \) are unannotated, i.e. \( S \) does not have entity annotations and
Q is an independent set of entity sequences. The only prerequisite is that the entity distribution appearing in S and Q have some overlap.

Training Tasks: Given S and Q, in CycleNER we define two main tasks in CycleNER:

1. Sentence-to-Entity (S2E): For a sentence s ∈ S, S2E outputs an entity sequence q. This represents the NER task in CycleNER, e.g.:

   \[ s: \text{“Australia beat Sri Lanka 2-1 in the World Series cricket match on Wednesday”} \]
   \[ q: \text{“Australia”, “Sri Lanka”, “World Series”, “Wednesday”} \]

2. Entity-to-Sentence (E2S): For an input entity sequence q ∈ Q, E2S generates an output sentence s′ containing the entities in q, e.g.:

   \[ q: \text{“EU”, “German”, “British”, “Miscellaneous”} \]
   \[ s: \text{“EU rejects German call to boycott British lamb.”} \]

4 CYCLENER: UNSUPERVISED NER

Figure 3 shows an overview of CycleNER, where S2E and E2S are used to implement S- and E-cycles, which ensure cycle-consistency and allow us to train them in an unsupervised manner. Next, we describe in detail S2E and E2S, and the cycle-consistency training.

4.1 Sequence-to-sequence for CycleNER

In cycle-consistency training S2E represents the inverse function of E2S, and vice versa. To meet this requirement, S2E and E2S should share the same input and output format, i.e. textual format. Moreover, the output should restitute the information needed to easily reconstruct the input from it. In sequence labeling, a sentence is classified as a sequence of IOB tags, where the tags are neither in the same format as the input sentence, nor they retain any token information. Hence, sequence labeling cannot be used to implement S2E and E2S.

On the other hand, seq2seq can naturally fit this task, as it can be used to generate entity tokens (denoted as q ∈ Q) directly from a sentence (e.g. in [36]). First, s is passed through a seq2seq encoder, then the decoder generates a sequence q a token at a time. Since q contains important information about important tokens from s, it can be used to construct a sentence in E2S.

Entity Sequence Representation in CycleNER. As shown in Figure 2, a sentence can contain multiple entities. We propose to use an entity sequence, q, to represent multiple entities in a sentence in CycleNER. The entity sequence is required to contain all entity information to enable cycle-consistency training. For this, we first represent an entity as a combination of its surface form and entity class in textual form. One sentence can contain multiple entities, denoted as an entity sequence q. A special token, (sep), separates different entities in q, as well as the surface forms and class tokens within an entity e ∈ q. Figure 2 shows an example of the proposed format. In case multiple occurrences of the same entity are present in a sentence, q will contain the repeated entity as many times as it appears in the sentence. Moreover, the order of the entities in q reflects the order of them appearing in the sentence. This guarantees that S2E can extract correct entities from sentences. For example, given a sentence “The Amazon CEO pledged to donate to the Amazon rainforest preservation efforts”, q should be “Amazon (sep) organization (sep) Amazon (sep) location”.

4.2 Cycle-Consistency Training

The objective of cycle-consistency is to ensure that S2E and E2S functions establish an effective mapping between sentences and entities. We follow the principles of Iterative Back-Translation (IBT) [5, 7] to incrementally train the two functions, namely the output of one function is used as input to train the other function. We denote with θ and φ the parameters of S2E and E2S, respectively. The training is divided into two main cycles: S-cycle and E-cycle.

S-cycle Training. In this cycle, we generate first a synthetic set of intermediate entity sequences by applying S2E to the input S, namely S2E(S) → Q′, highlighted by the red box in Figure 3. The synthetic training tuples (S, Q′) are used to train E2S in a supervised manner. Specifically, in this cycle E2S is trained to generate synthetic sentences S′ that are similar to S (highlighted in the blue box). For instance, in Figure 3 (a), in the first step S2E receives an input sentence s, and produces the output entity sequence q′. In the second step, E2S receives the synthetic q′ and generates back a synthetic sentence s′ that ideally should mimic the original input sentence s, as shown in the example below:

- s: “I’m not retiring, Duran told Reuters.”
- q: “Duran (sep) person (sep) Reuters (sep) organization”
- s′: “Duran told Reuters: We have no plans to sell the shares.”

This concludes the S-cycle training, at the end of which, similar to Guo et al. [5] we compute the reconstruction loss, i.e. the average cross-entropy loss between the input S and the generated S′:

\[ \mathcal{L}_q(S, S′) = -\frac{\sum_{s \in S} \sum_{i < |s|} p(s_i) \log g(s_i′) - p(s_i′) \log g(s_i)}{|S|} \quad (1) \]

where p(·) and g(·) represent the real and predicted token probabilities. Whereas, |s| represents the sentence length, s_i and s_i′ are the i-th token in s and s′, and |S| is the number of input sentences.

E-cycle Training. In this cycle, the input are entity sequences Q, which are pushed through E2S to generate a set of synthetic sentences S′, namely E2S(Q) → S′, cf. highlighted boxes in red in Figure 3 (b). The E-cycle trains S2E to generate the entity sequences Q′ that are similar to Q. First, for an entity sequence q a synthetic sentence s′ is generated via E2S, which is then fed into S2E to generate the synthetic q′, that is identical or highly similar to q:

- q: “World Series (sep) miscellaneous (sep) Australia (sep) location (sep) Sri Lanka (sep) location”
- s′: “Australia beat Sri Lanka 2-1 in the World Series cricket match on Wednesday”
- q′: “World Series (sep) miscellaneous (sep) Australia (sep) location”

Similar to S-cycle, we compute the reconstruction loss between the input entity sequences Q and the synthetic ones Q′ in the E-cycle:

\[ \mathcal{L}_q(Q, Q′) = -\frac{\sum_{q \in Q} \sum_{i < |q|} p(q_i) \log g(q_i′) - p(q_i′) \log g(q_i)}{|q|} \quad (2) \]
where $|q|$ and $|Q|$ are the fixed sequence length (i.e. the number of surface form tokens in $q$) and total number of entity sequences, $q_i$ and $q'_i$ are the $i$-th token in $q$ and $q'$. Note that since the entity sequence contains both the surface form and entity type, $L_{\phi}(Q, Q')$ reflects the loss of both the surface form and entity type.

**Joint training.** The two cycles are conducted iteratively. Operationally, the following steps are executed in sequence for each batch of training data:

- **S-cycle Step 1** (see Figure 3): a batch of synthetic sequences $Q'$ is generated by S2E giving batch of training sentences $S$.
- **S-cycle Step 2**: The parameters of E2S are trained using synthetic training tuples $(Q', S)$.
- **E-cycle Step 1**: A batch of synthetic sentences $S'$ is generated by E2S giving a batch of training entity sequences $Q$.
- **E-cycle Step 2**: The parameters of S2E are trained using synthetic training tuples $(S', Q)$.

S2E leverages $Q$ to recognize entities and their contexts in $S$, while E2S learns to generate plausible sentences using the entries in $Q$. The parameter spaces of the two tasks are trained to align each other, such that from $s$ we can generate entity sequences $q$, and vice versa. Cycle-consistency enforces the reconstruction of the original input sentence $s$ from the generated entity sequence $q'$, or generating back the entity sequence $q$ from an output sentence $s'$. This ensures that S2E and E2S can learn quickly even in the beginning stage. Accordingly, E- and S-cycles are equally important for CycleNER.

5.2 Entity Sequences

CoNLL [27] is a common NER benchmark dataset, consisting of textual snippets from the `news` domain.

WNUT [2] contains textual snippets extracted from social media, e.g. Twitter. This dataset represents a challenging benchmark with novel and emerging entities.

OntoNotes [31] contains mostly sentences from news, Web data and conversational speeches. Specifically, we use the version that includes a taxonomy of 18 NER classes. BioCreative II BC2GM [25] consists of sentences extracted from medical articles, with `genes` as the annotated named entities. This dataset is very challenging, given that the surface form of gene sequence entities can be highly complex.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Type</th>
<th># Sent</th>
<th># Token</th>
<th>Sent Len</th>
<th># Tags</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoNLL</td>
<td>Train</td>
<td>14,041</td>
<td>203,621</td>
<td>14.50</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dev</td>
<td>3,250</td>
<td>51,362</td>
<td>15.80</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>3,453</td>
<td>46,435</td>
<td>13.45</td>
<td></td>
</tr>
<tr>
<td>WNUT</td>
<td>Train</td>
<td>3,394</td>
<td>62,730</td>
<td>18.45</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dev</td>
<td>1,009</td>
<td>15,733</td>
<td>15.59</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>1,287</td>
<td>23,394</td>
<td>18.18</td>
<td></td>
</tr>
<tr>
<td>OntoNotes</td>
<td>Train</td>
<td>115,864</td>
<td>2,200,868</td>
<td>19.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Dev</td>
<td>15,680</td>
<td>304,701</td>
<td>19.43</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>12,217</td>
<td>230,118</td>
<td>18.84</td>
<td></td>
</tr>
<tr>
<td>BC2GM</td>
<td>Train</td>
<td>12,574</td>
<td>355,405</td>
<td>28.27</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Dev</td>
<td>2,519</td>
<td>71,042</td>
<td>28.20</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>5,038</td>
<td>143,465</td>
<td>28.48</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Dataset statistics.

5.3 Ground truth Entity Sequences

To train the E2S function, we feed it named entity sequences as input. The length of the entity sequences should reflect the distribution of sequences in our sentences. We compare two methods of acquiring entity sequences. The first solution directly uses a small portion of entity sequences from the ground-truth, which ensures high data quality, and helps to test our approach in an ideal scenario. In the second solution, we select a small sample of entities from the ground truth and generate synthetic entity sequences. This represents a realistic scenario where we only have a small size of entity examples. We expect that synthetic sequences can work similarly as ground truth sequences.


From each sentence in the NER datasets, we extract the entity sequences. We then train E2S
We calculate a vector representation for each entity using pre-trained word embeddings [20], where each vector is the average of all word embeddings from an entity. Then, we group similar entities together and use for training and development data, where we vary the amount of sentences and entity sequences. Table 3 shows the different configurations we use for training and development data, where we vary the amount of sentences and entity sequences. Namely, a naming convention to distinguish the different dataset configurations. From the different NER datasets, we construct varying sets of train and dev entity sequence examples.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>GQ</th>
<th>SQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoNLL</td>
<td>Krugujevac (sep) location (sep) Stanojlovic (sep) person</td>
<td>National Tennis Centre (sep) location</td>
</tr>
<tr>
<td>WNUT</td>
<td>Justin Timberlake (sep) person (sep) Beyoncé (sep) person (sep) Until the End of Time (sep) creative work</td>
<td>Mayflower (sep) group (sep) Richard Smith (sep) person</td>
</tr>
<tr>
<td>OntoNotes</td>
<td>This year (sep) date (sep) Japan (sep) geopolitical (sep) US (sep) geopolitical (sep) Silicon Valley (sep) location (sep) the United States (sep) geopolitical</td>
<td>Ecuadorian (sep) group (sep) Colombia (sep) geopolitical (sep) November (sep) date</td>
</tr>
<tr>
<td>BC2GM</td>
<td>NFI proteins (sep) gene (sep) TG (sep) gene (sep)</td>
<td>C protein (sep) gene (sep) Protein kinase C (sep) gene</td>
</tr>
</tbody>
</table>

Table 2: GQ and SQ entity sequence examples.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Configuration</th>
<th>Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoNLL</td>
<td>/1k/1kGQ/Q; /2k/1kGQ/Q; /14k/14kSQ</td>
<td>train dev</td>
</tr>
<tr>
<td>WNUT</td>
<td>/1k/1kGQ/Q; /3.4k/1kGQ/Q; /3.4k/3.4kSQ</td>
<td>train dev</td>
</tr>
<tr>
<td>OntoNotes</td>
<td>/5k/5kGQ/Q; /1/16k/116kGQ/Q; /116k/116kSQ</td>
<td>train dev</td>
</tr>
<tr>
<td>BC2GM</td>
<td>/1k/1kGQ/Q; /12.5k/1kGQ/Q; /12.5k/12.5kSQ</td>
<td>train dev</td>
</tr>
</tbody>
</table>

Table 3: Dataset configurations with varying number of sentences and entity sequence examples.

5.3 CycleNER Training Data

CycleNER requires a set of sentences and a set of entity sequences. From the different NER datasets, we construct varying sets of training data, where we vary the number of sentences and entity sequences used for training. For the sake of clarity, we introduce a naming convention to distinguish the different dataset configurations. Namely, Dataset/10k/10kSQ, where the first portion represents the dataset, followed by the number of sentences and entity sequences in thousands, and the means by which we extract the entity sequences. Table 3 shows the different configurations we use for training and development data, where we vary the amount of sentences and entity sequences. Table 3 shows the different configurations we use for training and development data, where we vary the amount of sentences and entity sequences. We use for training and development data, where we vary the amount of sentences and entity sequences we use to train CycleNER.

6 EXPERIMENTAL SETUP

This section describes the baselines, and the setup of our approach. Furthermore, we explain evaluation scenarios that we want to validate in our experimental evaluation.

6.1 Baselines and Our Approach

CycleNER: For our approach the S2E and E2S represent seq2seq models. We implement the two functions using T5 [22] pre-trained transformer models.

BERT: This represents a competitive supervised baseline, and can be considered as the upper bound for NER performance of unsupervised models. We fine-tune a pre-trained BERT [8] for NER.

NeuralHMM: This represents an unsupervised baseline, which trains a neural Hidden Markov Model using sentences as input only. NeuralHMM requires only sentences for training, and it does not require entity information for training. Its output space is a set of latent classes, the number of which can be set as a learning parameter. Additionally, a mapping strategy is required to link the latent classes to entity classes. To do this, the co-occurrence between each latent class and entity class in the test set is measured, and the most frequently co-occurring latent class with an entity class is assigned.

Lexical Matcher: We extract the named entities from the training set and their corresponding type, which then using a lexical matcher (surface form match) are used to identify entities in the test set. This represents a basic unsupervised baseline, and fails for entities with ambiguous surface forms.

BERT-Matcher: We also train a weakly-supervised BERT model using external entity knowledge, a common approach in the literature. We employ a similar method as Meng et al. [17] to first generate gazetteer data (3.9m entities) for CoNLL and WNUT. We then apply the lexical matcher and the gazetteer data to create weakly-annotated parallel NER training data from CONLL and WNUT sentences. We train our NER models using BERT with these datasets. Specifically, we check whether a given sentence contains an entity entry from the gazetteer and create parallel entity annotation for the sentence. However, this gazetteer data is noisy, e.g. an entity entry can belong to multiple entity classes. Therefore, we do not use the gazetteer for CycleNER.

6.2 Evaluation Scenarios

We empirically assess CycleNER under the following scenarios:
Scenario 1: Can the NER task be cast as a sequence generation task using our proposed sequence format (see Figure 2)?

Scenario 2: Does unsupervised training work? What is the relation between the reconstruction loss and NER F1?

Scenario 3: How does the number of sentences and entity sequences impact CycleNER?

Scenario 4: How does CycleNER fare in contrast to supervised NER models?

To answer evaluation scenarios (1)–(3) we use the CoNLL and WNUT datasets. For scenario (4) we use all the datasets, namely the different configurations (cf. Table 3). We measure NER performance using the micro-averaged F1 score.

7 RESULTS

7.1 NER as a Sequence Generation

In the first evaluation scenario, we assess how seq2seq models address NER. As mentioned in Section 4.1, given a sentence, the seq2seq model outputs the mentioned entities with their types. We mainly verify the suitability of casting NER as a sequence generation task, given that it is one of the fundamental principles in training CycleNER in an unsupervised manner.

Table 4 shows the performance of a BiLSTM and T5 model trained on the entire dataset. The training is done in a supervised manner. Comparing to BiLSTM, we note that T5 has superior performance on both datasets. This is attributed mainly to the sophisticated architecture of T5 and its extensive pre-trained knowledge, which allows it to better capture contextual information.

When comparing the T5 sequence model to the state-of-the-art results, T5 achieves very similar results. For both CoNLL and WNUT, T5 has only a 3% drop in terms of F1. These results validate our hypothesis that NER can be cast as a sequence generation task and our entity sequence representation is effective.

7.2 CycleNER Training Behavior

In the standard supervised setting, training is stopped whenever a given loss function (e.g. cross-entropy) converges to a minimum. However, in CycleNER, training is done in an unsupervised manner. Hence, determining when the model, namely the two functions S2E and E2S, are fully trained is not trivial. To determine when training has converged, we analyze the relation of the two reconstruction losses that CycleNER minimizes: $L_0$ from the E-cycle, and $L_Q$ from the S-cycle. As the two cycles are used to train the two functions, S2E and E2S, convergence in both cases is important to have stable and optimal performance for CycleNER.

We assess the best stopping criterion by training CycleNER separately on the CoNLL and WNUT datasets, and consider both entity sequence generation approaches (i.e. $G_Q$ and $S_Q$). Namely, we use the following configurations for training: CoNLL/14k/1k$G_Q$, CoNLL/14k/1k$S_Q$, WNUT/3.4k/1k$G_Q$, and WNUT/3.4k/1k$S_Q$. The relatively small size of entity sequences allows us to quickly conduct experiments.

Figure 4 shows the reconstruction losses at different epochs for the S- (blue line) and E- (orange line) cycles on the development set (cf. Table 3). Alongside the loss values we plot the corresponding F1 scores. These high F1 scores (e.g. $\sim 87$ for CoNLL and $\sim 81$ for WNUT) suggest that CycleNER is effective during training.

Figure 4 shows a clear relationship between the loss computed in the E-cycle and F1. For CONLL, we obtain a high negative correlation as measured through Pearson’s correlation coefficient, with $\rho = -0.81$ for $G_Q$ and with $\rho = -0.87$ for $S_Q$. For WNUT, we observe similar correlations, with a high negative correlation for $G_Q$ with $\rho = -0.73$, whereas a moderate correlation is observed for $S_Q$ with $\rho = -0.59$. Contrary to the E-cycle, there is no clear relationship between the S-cycle loss and F1, with an average correlation coefficient of $\rho = 0.41$ over CoNLL and WNUT, respectively for both $G_Q$ and $S_Q$. This is because that the reconstructed sentence in the S-cycle can be different from the original one although they contain the same entities.

We conclude that the E-cycle loss can be used to to guarantee a optimal NER performance. Therefore, we use it as the stopping criterion for all subsequent tests described in Sections 7.3 and 7.4.

7.3 Impact of Training Data Size

In this evaluation scenario, we assess the impact of the training data used for CycleNER. Table 5 shows the impact of training data for CoNLL and WNUT datasets, where we vary either both the number of sentences ($S$) or entity sequences ($Q$) used for training.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Number of Training Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Varying number of entity sequences</td>
<td>#Q</td>
</tr>
<tr>
<td>CoNLL</td>
<td>$G_Q$</td>
</tr>
<tr>
<td>(#S = 14k)</td>
<td>$S_Q$</td>
</tr>
<tr>
<td>WNUT</td>
<td>$G_Q$</td>
</tr>
<tr>
<td>(#S = 3.4k)</td>
<td>$S_Q$</td>
</tr>
<tr>
<td>Varying the number of sentences</td>
<td>#S</td>
</tr>
<tr>
<td>CoNLL</td>
<td>$G_Q$</td>
</tr>
<tr>
<td>(#Q = 1k)</td>
<td>$S_Q$</td>
</tr>
<tr>
<td>WNUT</td>
<td>$G_Q$</td>
</tr>
<tr>
<td>(#Q = 500)</td>
<td>$S_Q$</td>
</tr>
</tbody>
</table>

Table 5: F1 performance when varying the number of training (a) entity sequences and (b) sentences. #S is the number of training sentences, #Q is the number of training entity sequences.
namely 14k for CoNLL, and 3.4k for WNUT, while varying the number of entity sequences. At a high level we note the good performance of CycleNER using very small amounts of entity knowledge.

For CoNLL, when using 100 GQ entity sequences, the model performs modestly, with F1 = 0.619. However, when the number of entity sequences is increased to 1k, then we see a nearly 20% absolute improvement in terms of F1. Adding more entity sequences results in gradual performance increase, however, the rate of improvement is slightly lower. This finding is interesting, where for sentences that are of fairly similar text genres, with relatively little data, we can converge to the top performance using CycleNER. The performance of SQ is lower compared to GQ, and although more sequences enable better performance, this is not always the case, as it can be seen between 1k and 1.5k sequences. The difference between GQ and SQ can due to two main reasons. First, pre-trained embedding might not effectively capture the semantic meaning of an entity and find its similar ones. Second, given that CoNLL contains sentences from news corpora, the set of entities that co-occur in a sentence is often determined by newsworthiness factors, and are not correlated with entity relatedness solely.

Contrary to the CoNLL dataset, for WNUT, the performance difference between entity sequences generated according to GQ or SQ is marginal. A possible explanation for this difference w.r.t CoNLL, is that WNUT consists of text snippets coming from social media, and thus, the set of entities that co-occur in a sentence is much more diverse, and less controlled as in news media.

For both datasets, CycleNER is able to maintain reasonable effective NER performance with a small size of entity examples. In particular, CycleNER achieved 0.34 F1 (vs. T-NER’s 0.585 [29]) using only 500 SQ for WNUT, where entities are from social media and are highly complex.

Number of Sentences. Table 5 (b) shows the performance of CycleNER when trained on a fixed set of entity sequences, namely 1k and 500, for CoNLL and WNUT, respectively, while at the same time varying the number of input sentences.

As in the case of varying entity sequences, adding sentences translates into better NER performance. For CONLL, the difference is nearly 2% absolute points improvement for GQ, and 7% for SQ sequences. While, in the case of WNUT, the improvements are with 5% and 7%, for GQ and SQ, respectively.

Although the gains are significant given the scale of the datasets, the improvements are more moderate than when varying entity sequences. This is intuitive, considering that in Table 5 (a) we show that with 1k entity sequences, the model achieves a performance that is close to its peak. At the same time, we note that the impact of additional sentences for training is much larger for SQ.

In summary, more data helps overall to improve the model’s performance. While, when comparing additional sentences or entity sequences, we note that more entity sequences are more beneficial for CycleNER, which allows the model to better learn the NER task.

7.4 Supervised vs. Unsupervised Approach

Table 6 shows the results of the different NER approaches defined in Section 6.1. Apart from BERT and BERT-Matcher, which perform NER in the standard token classification setting, the rest of the approaches are unsupervised. The SOTA row reports the performance for each dataset from existing work. We also report the results obtained by KALM on the CoNLL dataset, as reported in [15].

It is worth noting that NeuralHMM is trained only using sentences, whereas CycleNER is trained with a fairly larger amount of entity sequences for SQ, while for GQ this amount is much smaller. More specifically, for CoNLL we use 1k GQ sequences (representing 7% of the total sequences), 1k for WNUT (29% of the original size), 5k for Ontonotes (4.3% of the original size), and 1k for BC2GM (8% of the original size).

Performance Comparison. In all cases, BERT achieves the best performance. This is intuitive given that it uses annotated data at the token level, and thus, the loss is optimized at the token level, allowing the model to achieve optimal performance. However, as mentioned in the motivation of this work, obtaining such annotated data is not always feasible and can be costly. On the contrary, BERT-Matcher (trained using gazetteer-based weakly-annotated data) performs worst. This is because the weakly-annotated data is too noisy.

When comparing the performance of CycleNER and BERT across datasets, we note that the differences are not high. For instance, when CycleNER is trained on CoNLL/2k/1kGQ, the difference is 3.5%, which when considered that our approach is unsupervised presents remarkable results. The gap is higher, with 17.4%, when we use CoNLL/14k/14kSQ for training. As noted in Section 7.3, co-occurrence of entities in the news domain is determined by the newsworthiness of entities. Hence, SQ sequences, may introduce infrequent sequences in news.

We note similar observations across the different datasets, such as WNUT, OntoNotes, where the gap is 7%, and 13.5%, respectively. For both datasets, the gap between GQ and SQ entity sequences is
Table 6: Comparison of the performance of the different approaches. The first column in each dataset sub-table represents the dataset performance metrics. This results are omitted from the table. Liu et al. [15] report that their unsupervised baselines relying on external knowledge. In practice, these approaches can face a gap between sentences and entities in two cycles by training S2E and E2S. CycleNER uses cycle-consistency training to learn an effective mapping between sentences and entities in two cycles by training S2E and E2S. CycleNER can be applied to develop an initial NER model and scale up the model by providing more entity examples.

9 CONCLUSION

We present CycleNER, a novel unsupervised NER approach that uses cycle-consistency training to learn an effective mapping between sentences and entities in two cycles by training S2E and E2S. During the two cycles, the model learns how to reconstruct sentences and entities jointly and interactively. To our best knowledge, this is the first time that cycle-consistency has been applied for NER. Through extensive experimental evaluations, we confirm the effectiveness of CycleNER on four different datasets, covering different domains (BC2GM, medicine), and data quality (WNUT). To ensure optimal training, we devise a stopping criterion that relies on the loss of E-cycle, which on most of the datasets has a high negative correlation with the actual NER performance. We showed that CycleNER achieves competitive performance w.r.t supervised and baselines like BERT. On different datasets, such as CoNLL and 2–5% for the rest of the datasets. Comparatively, BERT as the best performing baseline, sees an increase of 3% for CoNLL and 2–5% for the rest of the datasets.

This is a limitation in our work, as sentences without entities impact both S2E and E2S training. There are two possible directions to address this issue: First, for sentences without entities, S2E can be trained to generate a special token. One drawback of such an approach is to reconstruct back the input sentence in E2S, which would lack the context to map a single special token to all the possible sentences that have no entities. This prerequisite is described in Guo et al. [6] where a bijective mapping between the two modalities is necessary. We aim to solve this issue in future work.

8 ANALYSIS OF CYCLENER’S BEHAVIOR

Unseen Entities. When trained on large data (e.g. OntoNotes), CycleNER learns to extract new patterns of named entities and new entity classes that are not annotated in the ground-truth.

Figure 5 shows the output of CycleNER, which predicts that “festival” is an event, “riverside park” as a location, and “black pearl wax apples” as a product. Despite the fact that these words were not annotated in the ground-truth, CycleNER determines that they are entities based on the context in which they appear, and on similar entities appearing in the ground-truth. This shows that unsupervised NER and seq2seq offers several advantages that can circumvent annotation qualities present in an NER dataset.

Error Analysis. The most frequent errors in CycleNER are related to span detection. This is especially the case when the input sentence contains no entities. In such scenarios, S2E attempts to generate entity sequences with at least one entity.

To better understand this type of behavior, we exclude from the test set all sentences that contain no entities and re-calculate the performance metrics. This results in a 4% absolute increase in terms of F1 for CoNLL, and 8–12% for the other three datasets. Comparatively, BERT as the best performing baseline, sees an increase of 3% for CoNLL and 2–5% for the rest of the datasets.

This is a limitation in our work, as sentences without entities impact both S2E and E2S training. There are two possible directions to address this issue: First, for sentences without entities, S2E can be trained to generate a special token. One drawback of such an approach is to reconstruct back the input sentence in E2S, which would lack the context to map a single special token to all the possible sentences that have no entities. This prerequisite is described in Guo et al. [6] where a bijective mapping between the two modalities is necessary. We aim to solve this issue in future work.

Figure 5: OntoNotes data and CycleNER output.