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1. Introduction

Bootstrapping the acoustic model (AM) training for the automatic speech recognition (ASR) system building with small amount of the human annotated data is a challenging task, since the performance of the ASR system strongly relies on the size and the quality of the training speech. Semi-supervised learning (SSL) methods [1] [2] [3] [4] aim at training the ASR system with automatically transcribed data. It becomes an important research area since nowadays large amount of speech data can be collected with low cost, but the human annotation of the data is still expensive and time-consuming.

To select the automatically transcribed data for SSL, the confidence score was widely used to identify the reliable transcripts from the ASR output [5] [6]. Another type of data selection was not only based on the ASR output, but also the less accurate transcripts of the speech data, e.g., the close captions of the broadcast news data. Sometimes this kind of methods were referred to as lightly supervised training [7]. More complex data selection methods were also proposed in SSL data selection. In [8], multiple ASR systems were trained to automatically transcribe the speech data, and a cascade of the conditional random field models were used to combine the ASR hypotheses from different systems and judge the reliability of the automatically transcribed data. [9] proposed the global entropy reduction maximization (GERM) method. The utterances which caused the biggest global entropy reduction of the whole training data were selected. It achieved the balance between the informativeness of the selected samples and the size of the selected training data. As the deep learning dominating the research in speech domain, the new ways to make use of the unlabelled training data were proposed. The teacher-student models [10] [11] were used to train the ASR model to minimize the Kullback–Leibler distance between the output of the teacher model and the student model. This can be applied in either frame-wise level [10], or sequence level [12].

In this work, two different SSL data selection methods were proposed. The first method is the local-global uncertainty based method. The method simplified the SSL algorithm in [9]. The GERM method proposed in [9] is powerful to select the reliable and informative training samples from the automatically transcribed data pool. However, the calculation cost of GERM is high when the size of the data pool is big. Instead of calculating the global entropy reduction in the utterance level, this work broke down the utterance level uncertainty to word level using confusion network. Meanwhile, this work kept the idea of GERM to select the training samples by considering the global information. That says the uncertainty of each word in the ASR hypotheses was influenced by the similar samples in the data pool. This way, the calculation of the data selection was simplified and the advantages in original GERM method was still kept. The second method proposed in this work is the margin based SSL, which selects the samples close to the decision boundary. In the tasks of ASR, it is intractable to calculate the distance between the training sample and the decision boundary. This work proposed an alternative way to implement the margin based method. The language model (LM) tuning was used to adjust the decision boundary and select the training samples.

2. Semi-supervised Learning

The SSL methods take the ASR hypotheses as the transcripts of the speech utterance, and then re-train the ASR model using this automatically transcribed speech data. Since the automatically transcribed speech data was used in the ASR model training, the ASR errors may be introduced into the model training. On the other hand, if only the very reliable ASR hypotheses were used for training, the ASR system can not learn the new knowledge from the training samples. Thus the art of the SSL is always the balance between the reliability and the informativeness of the training samples.

2.1. SSL based on confidence score

Similar to the active learning (AL) based data selection, the confidence score based methods were also used in SSL data selection. However, in contrast to the AL, when the confidence methods were used in SSL, the training samples with high confidence were selected [6]. The problem of the confidence based SSL is that it is inclined to select the utterances which have already been recognized well. Thus the new knowledge learned by the ASR system is limited.
2.2. Local-global uncertainty based SSL

To address the problem of the confidence based methods, [9] proposed GERM based SSL. The basic idea is using not only the information of the current utterance, but also the information from the whole data pool to handle the data selection. The global entropy reduction was used to guide the data selection. Meanwhile to reduce the redundancy of the selected data, [9] assumed that every time an utterance was selected, the entropies of all the other utterances with the similar confusion patterns should be adjusted. This increased the complexity of the data selection process. In the experiments of [9], the data pool only contained 30k utterances. While in the state-of-the-art ASR systems, the amount of the training data is much bigger. For example, in this work, the size of the unlabelled data is several hundred times bigger than that in the experiments of [9]. This makes the calculation cost of the original GERM algorithm dramatically increased.

In this work, a local-global uncertainty based SSL data selection method was proposed. It attempted to keep the advantages of the method in [9], meanwhile simplified the data selection algorithm. In the proposed method, the SSL data selection was performed according to word level uncertainties which were calculated through word confusion networks [13]. The confusion network represents the ASR output in a sausage structure, which contains a number of alignment positions. In each alignment position, a set of mutually exclusive word hypotheses were defined, together with their posterior probabilities. Based on the confusion network, the proposed method defines the utterance uncertainty as the average of the word uncertainties in every alignment position in the sausage structure, i.e.

$$\text{UNC}(u) = \frac{\sum_{t \in T_u} \text{unc}(t, u)}{T_u}$$  \hspace{1cm} (1)

where \(\text{UNC}(u)\) is the utterance uncertainty, \(\text{unc}(t, u)\) is the word level uncertainty in the alignment position \(t\) of utterance \(u\), and \(T_u\) is the number of alignment positions in \(u\).

Without considering the impacts from other utterances, the word level uncertainty can be calculated according to the entropy of the word hypotheses in the alignment position \(t\), i.e.

$$\text{unc}(t, u) = \sum_{w \in W_{t,u}} p(w) \log(p(w))$$  \hspace{1cm} (2)

where \(W_{t,u}\) is the set of the word hypotheses in alignment position \(t\), and \(p(w)\) was obtained from the posteriors of \(w\) in the confusion network. The uncertainty calculated by equation 2 only considers the local information for the current utterance. Thus it was defined as local uncertainty in this work.

The local uncertainty does not consider the information from the whole data pool. Simply using local uncertainty for data selection will end up with the results similar to the confidence based methods. To take into account the information from the whole data pool, the global uncertainty was introduced into the data selection, as shown in figure 1. Supposed that in the confusion network of utterance \(u\), alignment position \(t\), there is a word-pair \(a, b\), where \(a\) is the best hypothesis and \(b\) is the second best with the most confusion. The idea of global uncertainty is looking for the data samples which contain the word-pair \(a, b\) in the data pool. If a sample in data pool was found with \(a\) as the best hypothesis and \(b\) as the second, it is a positive sample and reduces the uncertainty of the ASR hypotheses, since it is consistent with the current pattern. On the other hand, if a sample in data pool was found with \(b\) as the best hypothesis and \(a\) as the second, it is inconsistent with the current pattern. Thus it is a negative sample and increases the uncertainty of the hypotheses. The global uncertainty was calculated according to all the positive and negative samples which were observed in the data pool.
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where \(\delta_{\text{pos}}(t, \hat{u})\) and \(\delta_{\text{neg}}(t, \hat{u})\) are the weights from the positive samples and negative samples respectively, which can be defined as:
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where \(w_{1,t,\hat{u}}\) and \(w_{2,t,\hat{u}}\) represent the first and the second best hypotheses respectively in utterance \(\hat{u}\) and position \(t\), and \(\alpha\) and \(\beta\) are the hyperparameters, \(\text{kl}(\cdot)\) represents the function to calculate Kullback-Leibler distance and \(\text{I}(\cdot)\) is a binary indicator function which return 1 only when the conditions are satisfied.

In equation 3, the local-global uncertainty of the ASR hypothesis is the weighted local uncertainty. The weight determined by the positive and negative samples observed in the data pool. The positive samples reduce the uncertainty and the magnitude of the reduction depends on the Kullback-Leibler distance between the posterior distribution of the word hypotheses in the current sample and those in the observed positive samples. Meanwhile, the negative samples increase the uncertainty of the current sample in the same manner.

The uncertainty based SSL data selection can be performed by selecting the utterances with the low uncertainties. While the uncertainty can be calculated either using local uncertainty only, or using both local and global uncertainties.

Compared to the GERM algorithm in [9], this work dropped the process of adjusting the utterance entropies during data selection. This significantly accelerated the data selection process. However, the disadvantage is that the redundant training samples may be selected. To reduce the redundancy, this work used a simple method. The utterances with low uncertainty can be divided into two parts. In the first part of data, the local uncertainty of the utterance was already low. In the second part of data, the local uncertainty of the utterance was

Figure 1: Global uncertainty, from positive and negative samples

Considering both local uncertainty and the global uncertainty, the word level uncertainty can be calculated as:

$$\text{unc}(t, \hat{u}) = \text{unc}_{\text{local}}(t, \hat{u}) \times \max(0, 1 - \delta_{\text{pos}}(t, \hat{u}) + \delta_{\text{neg}}(t, \hat{u}))$$  \hspace{1cm} (3)
not low, but after introducing the global uncertainty, the utterance uncertainty was reduced. Considering that the utterances with low local uncertainty usually have already been recognized well by the current system and do not contain too much new information, the random sampling was performed to this part of data to reduce redundancy. While for the second part of data, since they got higher local uncertainty, it is likely that they contained the new information for the ASR system to learn. Thus the random sampling was not performed.

2.3. Margin based SSL

Margin based methods have been used in AL very successfully [14] [15]. This work introduced the margin based data selection into SSL. The idea of the margin based data selection is that the training samples close to the decision boundary should be important to the performance of the recognition system, thus should be selected, as shown in (a) of figure 2. However, in margin based methods, the calculation of the distance between the sample and the decision boundary is required. For DNN based ASR system, this calculation is non-trivial. This work considered the margin based methods in a different way. Since directly finding the samples close to the boundary is not easy, this work tried to achieve it in an indirect way, as shown in (b) of figure 2.

![Figure 2: Margin based data selection](image)

Instead of finding the samples close to the boundary directly, the proposed method moves the decision boundary. This way, all the samples fall in the area between the old and the new boundary. More concretely, this work moved the decision boundary by tuning the LM. A strong LM with in-domain data and a weak LM without in-domain data were trained. Then based on the same AM, the uncertainties of the utterances in the data pool were calculated separately with two different LMs. The selected utterances can be expressed as:

$$S = \{ u | \text{UNC}(u|\text{LM}_{\text{weak}}) > t_1 \} \cap \{ u | \text{UNC}(u|\text{LM}_{\text{strong}}) < t_2 \}$$

(4)

where \(\text{UNC}(u|\text{LM}_{\text{weak}})\) and \(\text{UNC}(u|\text{LM}_{\text{strong}})\) are the uncertainty of the utterance \(u\) based on the weak and strong LM respectively. \(t_1\) and \(t_2\) are the hyperparameters. To make the margin based selection meaningful, \(t_1\) should be bigger than \(t_2\). That says, the selected utterances should have lower uncertainty with strong LM and higher uncertainty with weak LM.

3. Experiments

The experiments in this work were based on a far-field ASR system in Japanese language. The AM is a LSTM based model. Transfer learning [16] was used in the AM training. Both the cross-entropy training and the bMMI sequence training were used to train the AMs.

The SSL experiments were performed in two different scenarios. The first one is that the in-domain training data with human annotation was not available. Thus the initial AM was trained by the out-domain data which mismatches to the untranscribed data in acoustic and linguistic characteristics. In the second scenario, small proportion of the in-domain data (less than 3%) had been transcribed by human, and it was used to train the initial AM. The initial AM trained with the in-domain data outperformed the AM trained with the out-domain data by about 20% relatively. The overall machine transcription quality was greatly improved with a small proportion of human transcribed in-domain data. In this work, the data selections were performed separately based on these two machine transcriptions with different qualities.

3.1. SSL initialized with out-domain data

Using the out-domain AM and the trigram LM that excluded the in-domain data, the training speech corpus was automatically transcribed for SSL.

Several SSL training sets were generated based on different selection strategies. The first training set was generated with local uncertainty. Since the local uncertainty based SSL only considers the information of the current utterance, it is quite close to the confidence based SSL. The second training set was generated by considering both local and global uncertainty. Compared to the local uncertainty based SSL, the second training set introduced about 10% more training samples which was contributed from the global uncertainty. As mentioned in section 2.2, to reduce the redundancy this work also introduced the random sampling to the utterances with low local uncertainty. This yielded the third training set. The three SSL training sets being investigated in this experiment can be summarized as follows:

- local: local uncertainty based SSL
- local+global: local-global uncertainty based SSL
- rs_local-global: local-global uncertainty based SSL, random sampling the data with low local uncertainty

In the experiments with out-domain data initialization, the margin based SSL was not performed. These experiments assumed that the in-domain data was not available. Thus the strong LM which included the in-domain data could not be trained. Although there are other ways to tune the LMs, e.g. LM pruning etc., they were not investigated in this work. The ASR performance was given in Table 1.

The SSL data selection experiments indicate that combining the local and global uncertainty significantly improve the ASR performance. Although only about 10% additional training samples were introduced by global uncertainty information, it significantly improved the ASR performance of SSL. Meanwhile, random sampling the data with low local uncertainty is critical to improve the performance of the SSL. It reduced the size of the selected data from 4.9M utterances to 1.1M, but the ASR performance was improved by 7% relatively. This can be explained by the fact that the useful information from the data with low local uncertainty is very limited. Large amount of this kind of data did not improve the ASR performance, but weakened the contribution from the important data. In total, the SSL methods in this work improved the ASR performance by 17% relatively when only the out-domain human annotated training data was available.

Another interesting result in Table 1 is the result of bMMI training. Based on SSL data selection proposed in this work, the sequence training improved the ASR performance compared to the cross-entropy training. While in the previous work of SSL
Table 1: Word error rate reduction results for SSL initialized with out-domain data

<table>
<thead>
<tr>
<th>data selection method</th>
<th># selected utterances</th>
<th>Training method</th>
<th>WERR [%] Dev</th>
<th>WERR [%] Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>initial model without SSL</td>
<td></td>
<td>bMMI</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>local</td>
<td>4.5M</td>
<td>XE</td>
<td>6.93</td>
<td>8.78</td>
</tr>
<tr>
<td>local+global</td>
<td>4.9M</td>
<td>XE</td>
<td>10.86</td>
<td>10.56</td>
</tr>
<tr>
<td>rs_local+global</td>
<td>1.1M</td>
<td>XE</td>
<td>14.50</td>
<td>14.49</td>
</tr>
<tr>
<td>rs_local+global</td>
<td>1.1M</td>
<td>bMMI</td>
<td>17.29</td>
<td>17.34</td>
</tr>
</tbody>
</table>

Table 2: Word error rate reduction results for SSL initialized with in-domain data

<table>
<thead>
<tr>
<th>data selection method</th>
<th># selected utterances</th>
<th>Training method</th>
<th>WERR [%] Dev</th>
<th>WERR [%] Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>supervised (initial model without SSL)</td>
<td></td>
<td>bMMI</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>rs_local+global</td>
<td>1.46M</td>
<td>bMMI</td>
<td>0.57</td>
<td>0.85</td>
</tr>
<tr>
<td>margin</td>
<td>0.57M</td>
<td>bMMI</td>
<td>-6.55</td>
<td>-6.03</td>
</tr>
<tr>
<td>margin+supervised</td>
<td>0.57M</td>
<td>bMMI</td>
<td>0.85</td>
<td>1.32</td>
</tr>
<tr>
<td>rs_local+global+margin+supervised</td>
<td>1.63M</td>
<td>bMMI</td>
<td>3.51</td>
<td>3.70</td>
</tr>
</tbody>
</table>

e.g. [6], [17], no gain was observed in sequence training when the automatically transcribed data was used. This result indicates that the SSL method proposed in this work did catch some important training samples compared to the traditional confidence based methods.

3.2. SSL initialized with in-domain data

In this experiment, the SSL was initialized with an AM trained by a small set of the in-domain data which is homogeneous to the data in data pool. Thus the quality of the machine transcriptions in this experiment is much better than the one in subsection 3.1. At first, the data selection based on local-global uncertainty was investigated with the same strategy as “rs_local+global” in subsection 3.1. Then, the margin based method was investigated by two models. One was trained only using the automatically transcribed data from the margin based data selection. The other was trained by merging the margin based selected data and the supervised data used for initial AM training. Finally, the supervised data which was used to train the initial model was merged with all the automatically transcribed data from SSL data selections. The experimental results were shown in Table 2.

Using the in-domain data to initialize SSL, the performance of the initial model, i.e. the baseline was significantly improved. The gain from SSL is not as big as the results based on the out-domain data initialization. Simply using automatically transcribed data from “rs_local+global” method, the AM achieved comparable performance to the initial model trained by the supervised data. In the experiments of margin based method, the model trained by the automatically transcribed data alone did not achieve the good performance. Only when the supervised data was merged with the automatically transcribed data, the gain was observed. This is explainable since the margin based data selection relies on the decision boundary which was defined by the initial AM. In other words, the role of the selected data from margin based method is the complement of the initial model. Thus it should be used together with the initial supervised data. Finally, merging all the automatically transcribed data with the initial data, about 3.7% relative WERR was observed.

Compared to the experiments with out-domain data initialization, the gain from SSL was much smaller when in-domain data was used for initialization. This may be explained by the fact that the in-domain data is much more efficient to improve the ASR performance. The in-domain initial model outperformed the out-domain initial model by about 20% relatively. It was good enough to cover most of the information that can be learned from the SSL, thus reduced to room of the improvement.

4. Conclusions

This work investigated the SSL methods to bootstrap the AM training. Two SSL methods were proposed in this work. The local-global uncertainty based method selects the speech utterances not only based on the local uncertainty of the current utterance, but also the global uncertainty learned from the whole data pool. The margin based method selects the utterances which are close to the decision boundary and the data selected was implemented by adjusting the decision boundary rather than calculating the distance between the samples and the boundary directly. Using the AM trained by out-domain data as baseline and initial model, the proposed method can achieve about 17% WERR without any extra human annotated data. While using the in-domain data to build the initial model, 3.7% WERR was observed. Another interesting result in this work is that the ASR gain was observed by bMMI sequence training. While from the previous work based on confidence model, the sequence training did not improve the ASR due to the imperfectness of the automatically transcribed data.
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