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ABSTRACT

Immersive technologies such as virtual reality (VR) and head-mounted
displays (HMD) have seen increased adoption in recent years. In this
work, we study two factors that influence users’ experience when
shopping in VR through voice queries: (1) context alignment of the
search environment and (2) the level of detail on the Search Engine
Results Page (SERP). To this end, we developed a search system
for VR and conducted a within-subject exploratory study (N=18)
to understand the impact of the two experimental conditions. Our
results suggest that both context alignment and SERP are important
factors for information-seeking in VR, which present unique oppor-
tunities and challenges. More specifically, based on our findings, we
suggest that search systems for VR must be able to: (1) provide cues
for information-seeking in both the VR environment and SERP, (2)
distribute attention between the VR environment and the search
interface, (3) reduce distractions in the VR environment and (4)
provide a “sense of control” to search in the VR environment.
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• Information systems→ Information retrieval; Search inter-
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1 INTRODUCTION

Immersive technologies, such as virtual reality (VR) head-mounted
displays (HMD) , have seen increased adoption in recent years. As
more consumers have VR devices at home, the e-Commerce indus-
try has an opportunity to provide satisfying shopping experiences
for customer needs that benefit from exploration in a virtual envi-
ronment. This is especially beneficial for customers who may find
it challenging to assess an item’s suitability unless they’ve placed
the item in a physical context (such as a rug for the living room, or
a picture for the den). Broadly, there have been two approaches to
realize shopping in VR. In the first, an immersive environment mim-
ics a real world shopping store and customers navigate through
the store in VR as they would in real life [20, 22]. In the second, the
customers are situated within a plausible context for which they
are planning to shop, for example, a chair for their living room or
a desk for their workspace [25]. Our study focuses on the second
approach, i.e., supporting users situated in a context for which they
are making a purchase. In this work, we take a first step toward
designing an interactive retrieval system for 3D objects in VR, by
studying the influence of the context alignment in VR and the level
of detail on the Search Engine Results Page (SERP) to provide a
satisfying search experience in VR.

We manipulate two aspects crucial to the immersive experience:
(1) context alignment and (2) Search Engine Results Page (SERP).
We define context alignment as a measure of overlap between a
target environment and a search environment. Target environment
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is the physical space rendered in 3D for which the user is purchas-
ing the items, and a search environment is the 3D space within
which they will be placed to shop for the items. We manipulate the
representation of the search environment across three conditions
(Figure 1): (1) HighDetail, (2) LowDetail, and (3) NoRoom.
Prior work suggests that providing users with a high-quality envi-
ronment , i.e., high fidelity image and texture quality, helps them
with recall [6, 18, 19], and supports their decision-making pro-
cess [10, 24]. However, rendering a high-quality environment is not
always possible . For this reason, alternative approaches exist to
support environment rendering, such as rendering only the object
geometry using LiDAR [17]. Therefore, we are interested in study-
ing the impact of accurately representing an environment for VR
shopping. In the HighDetail condition, the overlap between the
target environment and search environment is exact, as we provide
a replica of the target environment with high-quality rendering. In
the LowDetail condition, the search environment is devoid of
colors and textures in comparison to the target environment, but re-
tains the geometry. The NoRoom serves as a baseline condition, in
which the environment in completely empty i.e., there is no overlap
between the target environment and the search environment.

With regard to the SERP, our goal is to understand how (and if)
people make use of information presented on the SERP. Prior work
in Information Retrieval (IR) suggests that users employ attributes
of the SERP (such as the presence of query terms in the snippet,
the position of the result, and the number of relevant results) to
quickly assess if the result is relevant [12, 21]. Additionally, the
process of searching is dynamic in that the user gains expertise
through their interactions with the search engine [5]. Our goal is to
understand how the details on a SERP impact the user’s experience
when searching in VR. Therefore, in this study we investigate three
designs (Figure 1): DetailedMenu, BasicMenu, and NoMenu.
We modulate the level of information displayed on the SERP to
study its impact on participants’ user experience. InDetailedMenu,
participants viewed the top three search results with the product
title, product description, and thumbnail image. In BasicMenu,
participants viewed the: product title and thumbnail image, with
no description. Finally, in the NoMenu condition, there was no UI
menu to display the search results. Instead, the top result from the
search system was automatically selected for the user to place in
the environment (Figure 2).

Overall, we conducted a within-subject user study with 18 partic-
ipants to study the impact on participants’ experience of: (1) context
alignment and (2) details on the SERP. We define user experience
across three dimensions: (RQ1) workload, (RQ2) perceptions of user
engagement, and (RQ3) perceptions of system usefulness.

2 RELATEDWORK

Shopping in VR relies on contextual memory as the VR environment
may not be a perfect rendering of the the real life environment. Shin
et al. [19] found that items are better recalled when the target
context is aligned with the study context, a result echoed in Essoe
et al. [6] studying language learning in a VR setting. In terms of
e-Commerce, this suggests that a customer will be better able to
recall key aspects of items they are looking for, if the visual context
in the VR setting is aligned to the the target setting. However, Wälti
et al. [23] examined whether the richness of the visual context

Figure 2: Using the left controller, participants moved or

pinned the SERP. With the right controller, they interacted

with 3D objects and issued voice queries. Controls: A - Voice

query, B - Remove, Grip - Grab, Trigger - Confirm.

in a VR setting aided in contextual memory, and found that it
did not. Through our study, we extend the body of literature by
investigating whether the fidelity of the search environment to the
target environment is important for retrieval tasks.

In the early days of search engines, Tombros and Sanderson
[21] found that showing a search results summary that contained
terms matching the user query improved the user’s ability to as-
sess the relevance of the document, both in terms of accuracy and
speed. These findings were further strengthened with eye-tracking
studies which found that users tend to acquire new terms from
search results for query reformulations to improve their search
queries [4]. Furthermore, Kelly and Azzopardi [11] found that the
number of search results on a page influenced users exploration
and their difficulty finding information. While these findings assert
the importance of a SERP, translating these findings across differ-
ent modalities hasn’t been straightforward. For instance, in voice
search, a fallback strategy for many frustrated users has been to
reformulate their queries [9]. While this may suggest that voice re-
sponse from a system should be rich with relevant terms, prior work
has also found that users prefer short and concise responses [7],
which makes it challenging to surface all the relevant keywords in
a voice-friendly response.

3 SYSTEM DESIGN

We built the VR shopping experience for the Meta Quest 2 platform
using the Unity game engine. Participants interacted with three
major components: (1) search system, (2) SERP in VR, and (3) VR
environment. Based on the study order (Section 4), participants
were placed in a specificmanipulation of the VR environment. Once
in the environment, they could use the VR controllers and search
by voice to shop for 3D objects (Figure 2). The task information and
SERP were anchored to left hand controller, much like a painter’s
palette. The right hand controller was used for interacting with
the UI menus, initiating voice search, also inserting, moving, and
removing (unwanted) furniture.

To allow participants to retrieve 3D furniture objects and insert
them into the scenes, we built a retrieval dataset for our study
from a subset of the 3D objects from the Amazon Berkeley Objects
Dataset [3]. We selected a subset of 2000 objects related to the task
objectives (for example, we removed all instances of phones and
shoes as these were not related to any of the search task objectives).
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Figure 3: Study Procedure.

Participants retrieved furniture using a voice-based search sys-
tem. The search system was composed of three components: (1) a
ranking component based on the BM25 implementation from Py-
serini framework [13]; 2) a search result diversification component
that we implemented the based on the Maximal Marginal Relevance
(MMR) algorithm [2]; and 3) a Query Expansion (QE) component
based on the double-metaphone algorithm [16]. Finally, the context
alignment and SERP conditions were introduced in Section 1 (see
Figure 1 to get a view of these conditions in VR).

4 METHODS

We conducted a within-subject laboratory study with 18 partici-
pants (F=8, M=10) recruited within our organization. Participants
reported their prior experience with virtual reality technologies as:
None (N=2), Little (N=3), Some (N=11), and A Lot (N=2).
4.1 Study Protocol and Design

Study Procedure: In an hour-long session, participants completed
three search tasks in a VR environment after watching a demon-
stration video and completing a step-by-step tutorial on navigation,
voice search, and object manipulation. The tasks involved being
temporarily placed in an empty space with instructions, then being
placed in a target room for at least 60 seconds, familiarizing them-
selves with the room as if furniture shopping, and finally being
briefed on the experimental condition before performing the search
task(Figure 3).

Study Design: Each participant was exposed to three levels
of context alignment and three search results presentations (i.e.
within subject design). To control for learning effects of the two vari-
ables, we varied the order of exposure for each of these conditions
using two Latin-squares. We used the cross-product of two Latin
squares which gave us 9 orderings, and repeated this twice, thereby
generating 18 orderings for all the participants1 Each participant
received a $50 gift card for their participation.
4.2 Search Tasks

To prepare participants to shop for furniture, we simulated three
scenarios [1]: (1) Studio, (2) Kitchen, and (3) Office. In each of the
three tasks, we asked participants to imagine that the target room
they were in belonged to a friend who was still in need of a couple
of pieces of furniture for that specific room. We asked participants
to search for furniture that would meet the needs of the requester
(friend) and match the color and materials of the other furniture
in the room. In this study, we did not want to test for differences
in the type of the room. We randomly ordered the rooms for each
search session.

1After a power analysis using G*Power, we determined 18 participants were needed
for 80% power in a within-subjects ANOVA with three conditions, alpha=0.05, and a
large effect size (partial eta squared = 0.3).

4.3 Study Data and Analysis

To answer our three research questions on: (RQ1) workload, (RQ2)
perceptions of user engagement, and (RQ3) system usefulness, we
collected post-task questionnaire responses that participants an-
swered after each shopping task. For RQ1, we used the NASA-TLX
[8]. For RQ2, we used four questions adapted from the User Engage-
ment Scale [15]. In RQ3, we asked four questions about helpfulness
of (a) the VR environment and (b) how the search results were
presented in assisting them to complete the task, (c) satisfaction
with the search results and (d) satisfaction with their final furniture
selection. To analyze participants’ responses to the post-task ques-
tions, we used mixed-effects regression models. The fixed effects
were the context alignment and SERP conditions, and the random
effect was the participant ID. Finally, after participants completed
all the tasks and questionnaires, they were interviewed about their
experience completing the three shopping tasks.

5 RESULTS

(RQ1) Workload: Across the six measures for workload, con-
text alignment had a significant effect on temporal demand. Partic-
ipants perceived to have felt rushed in the LowDetail condition
(𝛽 = 0.888, 𝑆 .𝐸 = 0.282, 𝑝 < 0.01) in comparison to theNoRoom con-
dition. Next, among the SERP conditions, participants expressed
more frustration in the BasicMenu condition (𝛽 = 0.777, 𝑆 .𝐸 =

0.278, 𝑝 < 0.01) in comparison to the DetailedMenu condition.
Participants also felt that they were more successful in completing
their task in both the BasicMenu (𝛽 = 0.555, 𝑆 .𝐸 = 0.214, 𝑝 < 0.05)
and DetailedMenu (𝛽 = 0.555, 𝑆 .𝐸 = 0.214, 𝑝 < 0.05), compared
to the NoMenu condition. Participants also reported experiencing
higher mental demand when exposed to the NoMenu condition
(𝛽 = 0.944, 𝑆 .𝐸 = 0.422, 𝑝 < 0.05) in comparison to the Detailed-
Menu condition.

(RQ2) User Engagement: Overall, we found no significant ef-
fect for context alignment, and found the SERP to have a significant
effect on focused attention. Participants reported that they felt that
time they spent in the virtual shopping slipped away much faster in
the NoMenu condition (𝛽 = 0.500, 𝑆 .𝐸 = 0.178, 𝑝 < 0.01) compared
to the DetailedMenu. In other words, participants in the NoMenu
condition were significantly more focused on the task and that
impacted their time perception.

(RQ3) System Usefulness: In terms of context alignment, par-
ticipants reported to have found the HighDetail condition to be
more helpful than the LowDetail (𝛽 = 1.388, 𝑆 .𝐸 = 0.550, 𝑝 < 0.05)
and NoRoom (𝛽 = 2.222, 𝑆 .𝐸 = 0.550, 𝑝 < 0.001) conditions. This
is corroborated by the interviews, in which participants explained
that since the HighDetail environment was a replica of the target
room they ‘didn’t have to rely on memory” - P09 during the search.
The colors, materials and the refined render of the HighDetail
environment also provided cues for participants to (re)formulate
their queries and add descriptive words. In a participant’s word:
‘You know how the room looks like right in front of me. So I know

the color I should pick. Like I keep saying here like I need a chair

which is like orange color or yellow color or something like that” -P15.
Although somewhat surprisingly, participants were more satisfied
with the search results in the NoRoom condition than the LowDe-
tail condition (𝛽 = 0.777, 𝑆 .𝐸 = 0.361, 𝑝 < 0.05).
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Figure 4: Post-task response about participants’ perception across: (RQ1) Workload, (RQ2) User Engagement, and (RQ3) System

Helpfulness. * and ** denote significant differences at p < 0.05, and p < 0.01 level respectively.

For the SERP, participants reported to have found the Basic-
Menu (𝛽 = 2.833, 𝑆 .𝐸 = 0.373, 𝑝 < 0.001) and DetailedMenu
(𝛽 = 2.388, 𝑆 .𝐸 = 0.373, 𝑝 < 0.001) to be more helpful thanNoMenu
and were more satisfied with the search results in BasicMenu
(𝛽 = 0.944, 𝑆 .𝐸 = 0.361, 𝑝 < 0.05) compared to NoMenu.
6 DISCUSSION

Our findings suggest that high fidelity VR room renderings were
more helpful for completing the shopping task, while lower fidelity
increased time pressure. Participants preferred having UI elements
to interact with rather than relying solely on voice commands.
Below we discuss several implications from the results.

Time Pressure and Visual Distortion: We found that partici-
pants experienced greater time pressure in the LowDetail condi-
tion compared to the NoRoom condition. Prior work in VR reports
a phenomena known as “Time Compression” [14] wherein a person
perceives time to pass faster in VR than in real life. We posit that
participants may have felt time pressure in the LowDetail condi-
tion as this was a distortion of the high-fidelity room wherein we
removed the lighting, colors, and texture. Interestingly, from the
interviews we also observed that participants perception of object
sizes was distorted in the LowDetail condition, i.e., they felt the
same 3D objects were oversized compared to the target room. For
instance, consider the following quote “This one (LowDetail) that

[the proportion of objects] didn’t seem to at least with the table—the

lamp was fine but the table definitely felt like it was massively large

oversized and just was like that didn’t fit.” — P1. The half-rendered
environment may have distorted participants’ perception of both
the time spent and space orientation.

Environmental Distraction: Participants reported that the
search results in the NoRoom condition are better than that in the
LowDetail condition. From the interviews participants tried their
best to fit retrieved items in the LowDetail condition, which was
proven challenging with visual distortion. In theNoRoom condition
participants could not evaluate the fit of the items with the target
room (since the background environment was absent). Participants
instead focused on the retrieved items. The reduced distraction led
them to a more satisfying search experience2.

2In practice, the furniture they searched and selected may not have been a good fit
the target room, as they made the selection without enough information to determine
suitability.

Success and Being in Control: Participants preferred to having
a SERP regardless of the amount of detail, as this gave them control
on the items they could inject into the environment. Interestingly,
they reported greatest frustration in the BasicMenu condition,
despite reporting overwhelmingly in the interviews that they did
not perceive any different between both SERP conditions as their
focus was primarily on the images. We speculate that this may have
happened as they may have felt they system could have provided
“additional details,” besides the basic information about the product.
Finally, in the DetailedMenu condition, participants were able to
complete their tasks with less mental workload than in theNoMenu
condition, and this may have contributed to feeling the search was
more successful.

Trade-off between Attention and Search Experience: Par-
ticipants reported having greater focused attention in the NoMenu
condition in comparison to theDetailedMenu condition. This may
have been due to the lack of menu options, encouraging participants
to focus on the object in front of them. Additionally, if they were
unsatisfied with the object, they had no additional search context,
leading to greater focus. However, the gain in attention was not a
positive outcome, as participants did not have enough context to
improve the search results through effective query reformulations,
which led to greater mental workload and negatively impacting the
helpfulness of the VR system.

7 CONCLUSION AND FUTUREWORK

In this study we investigated the impact of context alignment and
search results presentation on shopping in VR. Our results suggest
a preference for having a SERP, without increasing workload of the
participants. For the surrounding environment during shopping,
a high fidelity environment helps participants with their search,
but a low fidelity environment could cause negative spatial and
temporal disorientation. As next steps, we plan to investigate how
to design interactive search system that help users search and shop
for items without having to manually formulate all attributes in the
queries (e.g. retrieve items similar to objects in the viewpoint) and
further investigate methods that help reduce temporal and spatial
distortions when we are unable to fully recreate an 3D shopping
environment.
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